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ABSTRACT. One of well known and much studied nonlinear matrix equations is the matrix polynomial which has the form \(P(X) = A_0 X^m + A_1 X^{m-1} + \cdots + A_m,\) where \(A_0, A_1, \cdots, A_m\) and \(X\) are \(n \times n\) complex matrices. Newton’s method was introduced a useful tool for solving the equation \(P(X) = 0.\) Here, we suggest an improved approach to solve each Newton step and consider how to incorporate line searches into Newton’s method for solving the matrix polynomial. Finally, we give some numerical experiment to show that line searches reduce the number of iterations for convergence.

1. INTRODUCTION

Nonlinear matrix equations often occur in applications and modeling of scientific problems. In this work we specially consider one of the nonlinear matrix equations which is called the matrix polynomial. A matrix polynomial can be defined by

\[ P(X) = A_0 X^m + A_1 X^{m-1} + \cdots + A_m = 0, \]  

where \(A_0, A_1, \cdots, A_m, X \in \mathbb{C}^{n \times n}.\) If \(A_0 = I\) where \(I\) is an \(n \times n\) identity matrix, then we say that \(P(X)\) is monic. Matrix polynomials appear in the theory of differential equations, system theory, network theory, stochastic theory and other areas [8], [9], [10], [11]. A matrix \(S\) satisfying the equation \(P(S) = 0\) is called a solvent, or more precisely, a right solvent of \(P(X)\) to distinguish it from a left solvent, which is a solution of the related matrix equation

\[ X^m A_0 + X^{m-1} A_1 + \cdots + A_m = 0. \]

In the quadratic case \((m = 2),\) Davis [1], [2] considered Newton’s Method and Higham and Kim [5], [6] incorporated the exact line searches into Newton’s method and developed functional iterations. For solving matrix polynomials Newton’s method was considered by
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Much motivation for studying the matrix polynomial comes from the polynomial eigenvalue problems

\[ P(\lambda)v = (A_0\lambda^n + A_1\lambda^{n-1} + \cdots + A_m)v = 0. \]  

If \( P(\lambda_0) \) is singular, \( \lambda_0 \) is called a polynomial eigenvalue and a vector \( v_0 \) corresponding \( \lambda_0 \) is called a polynomial eigenvector, or more precisely, a right polynomial eigenvector of \( P(\lambda) \) to distinguish it from a left polynomial eigenvector, which is a vector corresponding \( \lambda_0 \) of the related equation

\[ v^T P(\lambda) = 0^T. \]

In this work, we extend the existence theory of solvent of the quadratic matrix equation which suggested by Xu and Lu [12] to the matrix polynomial (1) and improve Newton step using Schur decomposition. Also we show how to incorporate exact line searches into Newton’s method for solving matrix polynomials.

2. Theory

We deal primarily with the monic case for theoretical progress. First, we introduce the conditions of existence of solvents by spectral data of a given the equation \( P(\lambda) \). The next result show how solvents can be constructed from eigenpairs of the polynomial eigenvalue problems.

**Theorem 2.1.** [3, Lem. 4.1] If a polynomial eigenvalue problem (2) has \( n \) linearly independent eigenvectors, \( v_1, v_2, \ldots, v_n \) corresponding to distinct eigenvalues \( \lambda_1, \lambda_2, \ldots, \lambda_n \), then \( Q\Lambda Q^{-1} \) is a solvent to the matrix polynomial (1), where \( Q = [v_1, \ldots, v_n] \) and \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_n) \).

The following theorem gives information on the number of solvents of \( P(X) \).

**Theorem 2.2.** [6, Thm. 2.1] Suppose \( P(\lambda) \) in (2) has \( p \) distinct eigenvalues \( \{\lambda_i\}_{i=1}^p \), with \( n \leq p \leq mn \), and the corresponding set of \( p \) eigenvectors \( \{v_i\}_{i=1}^p \) satisfies the Haar condition. Then there are at least \( \binom{p}{n} \) different solvents of \( P(X) \), and exactly this many if \( p = mn \), which are given by

\[ S = Q\text{diag}(\mu_i)Q^{-1}, \quad Q = [q_1, \ldots, q_n], \]

where the eigenpairs \( (\mu_i, q_i)_{i=1}^p \) are chosen from among the eigenpairs \( (\lambda_i, v_i)_{i=1}^p \) of \( P(\lambda) \).

However, the next example shows that even if we can find the spectral data for associated polynomial eigenvalue problem it is not always possible to construct the solvent.

**Example 2.3.** Let

\[ P_M(X) \equiv X^2 + X + \begin{bmatrix} -6 & -5 \\ 0 & -6 \end{bmatrix} = 0. \]

Then, \( P_M(X) = 0 \) has two solvents
\[
\begin{bmatrix}
2 & 1 \\
0 & 2
\end{bmatrix},
\begin{bmatrix}
-3 & -1 \\
0 & -3
\end{bmatrix}.
\]

But there is only one eigenvector associative with \( P_M(\lambda)v = 0 \), namely \((1, 0)^T \) for \( \lambda = 2 \) or \( \lambda = -3 \). Thus it is impossible to construct a solvent having the form \( Ud\text{diag}(2, -3)U^{-1} \), since the corresponding eigenvectors are not linearly independent.

Xu and Lu [12] provided an existence theorem of solvents to the equation \( AX^2 + BX + C = 0 \), where \( A = I, B \) and \( C \) are simultaneously triangularizable. We now extend these results to obtain some information of solvents from the restricted matrix polynomials, and reify the Theorem 2.1.

**Theorem 2.4.** Let \( P(X) = A_0X^n + A_1X^{n-1} + \cdots + A_m \) be a matrix polynomial with \( A_p = UR_pU^* \) for \( p = 0, 1, \ldots, m \). (\( U \) is unitary matrix and \( R_p \)'s are upper triangular matrices). Then, if for \( i, j \) \( i, j \) is a solution of scalar coefficient polynomial \( f_{i,j}(t) = \sum_{p=0}^{m} |R_p|_{ij}t^{m-p} \) and \( i > j \) implies that \( f_{j,i}(s_{i,j}) \neq 0 \), then there exists a solvent \( S \) of \( P(X) = 0 \) having a form of \( S = URU^* \) for some upper triangular matrix \( R \).

**Proof.** Define

\[
N(X) \equiv \sum_{p=0}^{m} R_pX^{m-p}.
\]

Then, we can easily verify that \( R \) is a solvent of \( N(X) = 0 \) implies that \( URU^* \) is a solvent of \( P(X) = 0 \). Therefore it is sufficient to prove that there exists a solvent of \( N(X) = 0 \).

For a associated polynomial eigenvalue problem \( N(\lambda) \),

\[
\det(N(\lambda)) = \prod_{j=1}^{n} f_{j,j}(\lambda).
\]

Thus the set of all solutions of \( f_{j,j}(\lambda) = 0 \) for \( j = 1, \ldots, n \) is also the set of eigenvalues of \( N(\lambda) \). For each chosen eigenvalue \( \lambda_i = s_{i,i} \) \( (i = 1, 2, \ldots, n) \), a right eigenvector \( x_i \) can be obtained by solving the system

\[
N(\lambda_i)x_i = \begin{bmatrix}
f_{1,1}(\lambda_i) & f_{1,2}(\lambda_i) & \cdots & \times & \times \\
0 & f_{2,2}(\lambda_i) & \cdots & \times & \times \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
f_{n-2,n-1}(\lambda_i) & f_{n-1,n-1}(\lambda_i) & \cdots & \times & \times \\
f_{n,n}(\lambda_i)
\end{bmatrix}
\begin{bmatrix}
x_1^{(i)} \\
x_2^{(i)} \\
\vdots \\
x_{n-1}^{(i)} \\
x_n^{(i)}
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
0
\end{bmatrix}.
\]

Notice that \( f_{1,1}(\lambda_i), \ldots, f_{i-1,i-1}(\lambda_i) \) are not zero by the hypothesis.

Since the matrix \( N(\lambda_i) \) is upper triangular matrix, we may find a solution of the system by backward substitution. First put \( x_k^{(i)} = 0 \) for \( k = i + 1, \ldots, n \). (It is trivial solution of the \( k \)-th
linear equation. Next if $k = i$, then $i$-th linear equation has the form $0 \cdot x^{(i)}_i = 0$. Since we can choose $x^{(i)}_i$ arbitrary, take $x^{(i)}_i = 1$ for convenience. At last if $k < i$, then we can easily get $x^{(i)}_k$ by solving the $k$-th linear equation, since $f_k(\lambda_i) \neq 0$. Therefore for each $i = 1, 2, \ldots, n$, the eigenvector $x_i$ has the form

$$x_i = \begin{bmatrix} x^{(i)}_1 & x^{(i)}_2 & \cdots & x^{(i)}_{i-1} & 1 & 0 & \cdots & 0 \end{bmatrix}.$$ 

where $x^{(i)}_k$ ($k = 1, 2, \ldots, i-1$) is the solution of the linear equations such that

$$f_{k,k}(\lambda_i) \cdot x^{(i)}_k = -(f_{k,k+1}(\lambda_i) \cdot x^{(i)}_{k+1} + \cdots + f_{k,n}(\lambda_i) \cdot x^{(i)}_n).$$

The set of eigenvectors $x_i$ ($i = 1, \ldots, n$) chosen by above method is linearly independent and that makes us possible to construct a nonsingular vector matrix such that

$$Q = \begin{bmatrix} x_1 & x_2 & x_3 & \cdots & x_n \end{bmatrix} = \begin{bmatrix} 1 & \times & \cdots & \times & \times \\ 1 & \times & \cdots & \times & \times \\ \vdots & \ddots & \ddots & \ddots & \ddots \\ 1 & \cdots & \times & \times & 1 \end{bmatrix} Q^{-1}.$$

By the Theorem 2.1, the upper triangular matrix $R$ which is a solvent of $N(X) = 0$ can be obtained by

$$R = Q \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_n\} Q^{-1}.$$

The next corollary is directly induced.

**Corollary 2.5.** Let a matrix polynomial of which the coefficient matrices are all upper triangular (or lower triangular) be given and the additional hypothesis of Theorem 2.4 hold. Then there exists a solvent.

Now our attention may be moved to the numerical methods for solving matrix polynomials.

### 3. **Newton’s Method**

Newton’s method is the most well-known and powerful numerical method for solving nonlinear equations. For this reason it is a natural approach that we apply Newton’s method to solve the matrix polynomial (1). Newton’s method for solving matrix polynomials was introduced by Kratz and Stickel [7]. In this section we will suggest an improved Newton step computationally using the Schur decomposition and show how to incorporate exact line searches when solving matrix polynomials by Newton’s method.

We now construct the iterative method which has second order converges. Consider the nonlinear matrix equations

$$G(X) = 0,$$  

(3)
where \( G : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n} \). Define \( H_k \in \mathbb{C}^{n \times n} \) as the solution of the linear equation \( G(X_k) + G'(X_k)H_k = 0 \), where the linear operator \( G'(X)H : \mathbb{C}^{n \times n} \rightarrow \mathbb{C}^{n \times n} \) is the Fréchet derivative of \( G \) at \( X \) in the direction \( H \). Then Newton’s method for the nonlinear matrix equation (3) can be defined by

\[
\begin{aligned}
X_0 & \text{ given,} \\
G(X_k) + G'(X_k)H_k &= 0, \quad k = 0, 1, 2, \ldots.
\end{aligned}
\]

Thus, each step of Newton’s method involves finding the solution \( H \in \mathbb{C}^{n \times n} \) of linear equation

\[
G'(X)H = -G(X).
\] (4)

For the matrix polynomial \( P(X) = 0 \) the equation (4) can be explicitly represented by

\[
P'(X)H = D_X(H) = \sum_{i=1}^{m} \left\{ \left( \sum_{j=0}^{m-i} A_j X^{m-(j+i)} \right) H X^{-i} \right\} = -P(X). \] (5)

We now have a natural question: when is the Fréchet derivative \( D_X \) regular, both at a solvent and an iterate, so that (5) has a unique solution? Unfortunately we do not have remarkable condition. Kratz [7] answered the questions in specific case and presented the Newton method to find solvents of the matrix polynomial (1) and proved that the algorithm converges quadratically near a simple solvent.

Finding the solvents of the matrix polynomials by Newton’s method can be regarded as solving the linear equations (5). The general approach solving (5) is using vec function and Kroneckor product.

Using vec operator \( \text{vec}(D_X(H)) \) is represented by

\[
\text{vec}(D_X(H)) = \text{vec}(B_1H + \cdots + B_mHX^{m-1}) = \text{vec}(B_1H) + \cdots + \text{vec}(B_mHX^{m-1}) = I \otimes B_1\text{vec}(H) + \cdots + (X^T)^{m-1} \otimes B_m\text{vec}(H) = (I \otimes B_1 + \cdots (X^T)^{m-1} \otimes B_m)\text{vec}(H) = \left( \sum_{i=1}^{m} (X^T)^{i-1} \otimes B_i \right)\text{vec}(H) = \left( \sum_{i=1}^{m} (X^T)^{i-1} \otimes \sum_{j=0}^{m-i} A_j X^{m-(j+i)} \right)\text{vec}(H) = D \text{vec}(H)
\] (6)

where

\[
B_p = A_0 X^{m-p} + A_1 X^{m-(p+1)} + \cdots + A_p, \quad p = 1, 2, \ldots, m,
\] (7)
and

\[ D = \sum_{i=1}^{m} \left( (X^T)^{i-1} \otimes \sum_{j=0}^{m-i} A_j X^{m-(j+i)} \right). \]

By the equality (6), the linear equation \( D_X(H) = -P(X) \) is changed by the \( n^2 \times n^2 \) linear system which is

\[ D \text{ vec}(H) = \text{vec}(-P(X)). \] (8)

Note that \( D_X \) is regular if and only if \( D \) is a nonsingular matrix, and then \( \inf_{\|H\| = 1} \| D_X(H) \| = \min_{\|H\| = 1} \| D \text{ vec}(H) \| > 0 \) [7, Lem. 1]. If \( D_X \) is regular, then the linear equation \( D_X(H) = -P(X) \) has a unique solution \( H \), where \( \text{vec}(H) \) solves the \( n^2 \times n^2 \) linear system \( D \text{ vec}(H) = \text{vec}(-P(X)) \). It seems to be reasonable, however it is nonsense from the viewpoint of numerical analysis. In the Newton step, we need to reduce the system size of the equation (8) to \( n \times n \).

Here is the useful algorithm using Schur decomposition. Given \( X \in \mathbb{C}^{n \times n} \), compute the Schur decomposition of \( X \)

\[ Q^*XQ = R, \]

where \( Q \) is unitary and \( R \) is upper triangular. Then, substituting this into (5) transforms the system to

\[ D_R(H') = B_1 H' + B_2 H'R + \cdots + B_m H'R^{m-1} = C \] (9)

where \( B_i = \sum_{j=0}^{m-i} A_j X^{m-j+i} \), \( H' = HQ \) and \( C = -P(X)Q \). So, taking the vec function both sides of (9) makes a linear system such that

\[ \text{vec}(D_R(H')) = \tilde{D} \text{ vec}(H) \] (10)

where the matrix \( \tilde{D} \in \mathbb{C}^{n^2 \times n^2} \) is given by

\[ \tilde{D} = \sum_{i=1}^{m} ((R^T)^{i-1} \otimes B_i). \] (11)

If we define \( \tilde{D}_{ij} = \sum_{k=1}^{m} [R^{k-1}]_{ji} B_k \), then \( \tilde{D} \) in (11) is represented by

\[ \tilde{D} = \begin{pmatrix} \tilde{D}_{11} & \tilde{D}_{21} & \cdots & \tilde{D}_{n1} \\ \tilde{D}_{21} & \tilde{D}_{22} & \cdots & \tilde{D}_{n2} \\ \vdots & \vdots & \ddots & \vdots \\ \tilde{D}_{n1} & \tilde{D}_{n2} & \cdots & \tilde{D}_{nn} \end{pmatrix}. \]
Since $\tilde{D}$ is a block lower triangular matrix, using the block forward substitution, the equation (10) is changed to $n$ linear systems with size $n \times n$ such that

$$h'_1 = \tilde{D}_{11}^{-1}c_1$$

$$h'_2 = \tilde{D}_{22}^{-1}(c_2 - \tilde{D}_{21}h'_1)$$

$$\vdots$$

$$h'_n = \tilde{D}_{nn}^{-1}(c_2 - \tilde{D}_{n1}h'_1 - \cdots - \tilde{D}_{n,n-1}h'_{n-1}),$$

where $h'_i$ and $c_i$ are $i$-th columns of $H'$ and $C$, respectively.

**Algorithm 3.1.** Given matrices $R, B_1, B_2, \cdots, B_m$ which is defined by (7) and (9) and positive integers $i, j$ $(i \leq j$ and $i, j \leq n)$, the following algorithm computes $\tilde{D}_{ij}$

```
for r = 1 : m
    $\tilde{D}_{ij} \leftarrow \tilde{D}_{ij} + R^{-1}(j, i)B_r$
end
```

**Algorithm 3.2** (Solving the equation $D_X(H) = -P(X)$ by Schur decomposition). $A_0, \cdots, A_m, X \in \mathbb{C}^{n \times n}$ is given and $X = QRQ^*$ is the Schur decomposition of $X$. This algorithm finds $H \in \mathbb{C}^{n \times n}$ which is the solution of $D_X(H) = -P(X)$ in (5)

```
B_m \leftarrow A_0, R_1 \leftarrow I
for i = 1 : m - 1
    B_{m-i} \leftarrow B_{m-i+1}X + A_i
    R_{i+1} \leftarrow R_iR
end
C \leftarrow -(B_1X + A_m)Q
for i = 1 : n
    d \leftarrow 0
    for j = 1 : i - 1
        Use algorithm (3.1) to compute $\tilde{D}_{ij}$
        $d \leftarrow d + \tilde{D}_{ij}H(:, j)$
    end
    Use algorithm (3.1) to compute $\tilde{D}_{ii}$
    $H(:, i) \leftarrow \tilde{D}_{ii}^{-1}(C(:, i) - d)$
end
H \leftarrow HQ^*$
```

Let the matrix polynomial (1) have only real coefficient matrices. Although the desired solvent is real above method may required complex arithmetic. We will use the technique of Schur algorithm to desire an algorithm for computation a solvent that use only real arithmetic if the given coefficient matrices are real.
Let \( X \in \mathbb{R}^{n \times n} \) be given and \( X = Q \hat{R} Q^T \) be a real Schur decomposition with
\[
\hat{R} = \begin{bmatrix} R_{11} & \cdots & \cdots & R_{1p} \\ \vdots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ R_{pp} & \end{bmatrix} \quad (12)
\]
where \( R_{ii} \) is \( 1 \times 1 \) or \( 2 \times 2 \) matrices. Substituting \( X = Q \hat{R} Q^T \) into (5) transforms the system to
\[
D_R(H') = B_1 H' + B_2 H' \hat{R} + \cdots + B_m H' \hat{R}^{m-1} = \hat{C} \quad (13)
\]
where \( B_i = \sum_{j=0}^{m-1} A_j X^{m-j+i}, H' = HQ, \) and \( \hat{C} = -P(X)Q. \) By taking the vec function both sides of the equation (13), we have the linear system given by
\[
\hat{D} \text{vec}(\hat{H}) = \text{vec}(\hat{C}) \quad (14)
\]
with
\[
\hat{D} = \begin{pmatrix} \hat{D}_{11} & \hat{D}_{21} & \hat{D}_{22} \\ \vdots & \ddots & \vdots \\ \hat{D}_{p1} & \cdots & \hat{D}_{pp} \end{pmatrix}
\]
where
\[
\hat{D}_{ij} = \begin{cases} (I_{\Psi(i)} \otimes B_1 + \sum_{k=2}^{m} (R_{ji})^{k-1} \otimes B_k) & \text{if } i == j \\ \sum_{k=2}^{m} (R_{ji})^{k-1} \otimes B_k & \text{else.} \end{cases}
\]
and \( \Psi(i) \) is the number of columns of block matrix \( R_{ii} \) in (12).

By quasi-block-forward substitution, we have \( p \) pieces of linear system such that
\[
\hat{D}_{ij} \hat{h}_i = \hat{c}_i - \sum_{k=1}^{i-1} \hat{D}_{ik} \hat{h}_k, \quad (15)
\]
where \( \hat{h}_i = \text{vec}(\hat{H}) \), \( \hat{c}_i = \text{vec}(\hat{C}) \), and \( \hat{c}_i, \hat{h}_i \in \mathbb{C}^{\Psi(i)n} \) for \( i = 1, 2, \cdots, p \). Note that \( \hat{D}_{ij} \)'s are either \( 2n \times 2n \) or \( n \times n \) matrix, the index of element \( [R_{ij}]_{11} (i \leq j) \) of \( \hat{R} \) is \( \sum_{k=1}^{j-1} \Psi(k) + 1, \sum_{k=1}^{j-1} \Psi(k) + 1 \) and the size of \( R_{ij} \) is \( \Psi(i) \times \Psi(j) \).

**Algorithm 3.3.** Given matrices \( \hat{R}, B_1, B_2, \cdots, B_m \) which is defined by (13) and (7) and positive integers \( i, j (i \leq j \) and \( i, j \leq p) \), the following algorithm computes \( \hat{D}_{ij} \)

- **if** \( i == j 
\)
  \[
  \hat{D}_{ij} \leftarrow I_2 \otimes B_1 \quad (I_2 \text{ is } 2 \times 2 \text{ identity matrix.})
\]
- **else**
  \[
  \hat{D}_{ij} \leftarrow O_{n\times\Psi(i), n\times\Psi(j)} \quad (O_{nm} \text{ is } n \times m \text{ zero matrix.})
\]
Algorithm 3.4 (Solving the equation $DX(H) = -P(X)$ by real Schur decomposition). $A_0, \ldots, A_m, X \in \mathbb{R}^{n \times n}$ is given and $X = QRQ^T$ is the real Schur decomposition of $X$ in (13). This algorithm finds $H \in \mathbb{R}^{n \times n}$ which is the solution of $DX(H) = -P(X)$ in (5).

\begin{verbatim}
for $r = 2 : m$
    $\hat{D}_{ij} \leftarrow \hat{D}_{ij} + (R_{ji}^{r-1})^T \otimes B_r$
end

\end{verbatim}

We now show how to incorporate exact line searches when solving a matrix polynomial (1) by Newton’s method. For implementation we need to find the exact expansion of $P(X + tH)$. 
Let $\mu, \nu$ be the permutations of $1, 2, \cdots, n$, and integer $m (1 \leq m \leq n)$ be given. Then the relation $\mu \sim m \nu$ given by $\mu(i) > m$ if and only if $\nu(i) > m$ and $\mu(i) \leq m$ if and only if $\nu(i) \leq m$ for all $i = 1, 2, \cdots, n$ is an equivalent relation. So we can define the equivalent class of permutations $\mu$'s by $[\mu]_m$. Note that the number of $[\mu]_m$ is $n!/m!(n - m)!$. Let $r_1 = r_2 = \cdots = r_m = X \in \mathbb{C}^{n \times n}$, $r_{m+1} = r_{m+2} = \cdots = r_n = Y \in \mathbb{C}^{n \times n}$ then the function $\Phi_{X,Y} : \mathbb{N} \times \mathbb{N} \to \mathbb{C}^{n \times n}$ can be defined by

\begin{enumerate}
    \item $\Phi_{X,Y}[0, 0] \equiv I$,
    \item $\Phi_{X,Y}[m, n - m] \equiv \sum_{[\mu]_m} r_{[\mu]_m(1)}r_{[\mu]_m(2)}\cdots r_{[\mu]_m(n)}$.
\end{enumerate}

The function $\Phi_{X,Y}$ is the sum of the products of all repeated permutations of $X$ and $Y$. By using the notation of $\Phi$, we can describe the expansions of $(X + tH)^k$ for $k = 0, 1, 2, \cdots, m$

\begin{align*}
    A_m &= A_m \Phi_{X,H}[0, 0], \\
    A_{m-1}(X + tH) &= A_{m-1}X + tA_{m-1}H, \\
    &= A_{m-1}\Phi_{X,H}[1, 0] + tA_{m-1}\Phi_{X,H}[0, 1], \\
    A_{m-2}(X + tH)^2 &= A_{m-2}X^2 + A_{m-2}(XH + HX) + t^2A_{m-2}H^2 \\
    &= A_{m-2}\Phi_{X,H}[2, 0] + tA_{m-2}\Phi_{X,H}[1, 1] + t^2A_{m-2}\Phi_{X,H}[0, 2], \\
    \vdots \\
    A_{m-k}(X + tH)^m &= A_{m-k}\Phi_{X,H}[m, 0] + tA_{m-k}\Phi_{X,H}[m - 1, 1] + \cdots + t^m\Phi_{X,H}[0, m].
\end{align*}

Therefore we obtain the expansion formula

\begin{equation}
    (X + tH)^k = \sum_{i=0}^{k} t^i \Phi_{X,H}[k - i, i] \tag{16}
\end{equation}

and easily verify

$$\Phi_{X,H}[i, j]^* = \Phi_{X^*, Y^*}[i, j].$$

By using the formula (16) and equality $D_X(H) + P(X) = 0$, $P(X + tH)$ can be represented by

\begin{align*}
    P(X + tH) &= \sum_{i=0}^{m} \sum_{j=0}^{i} t^i \Phi_{X,H}[i - j, j] \\
    &= P(X) + tD_X(H) + \sum_{i=2}^{m} \sum_{j=2}^{i} t^j \Phi_{X,H}[i - j, j] \\
    &= (1 - t)P(X) + \sum_{i=2}^{m} \sum_{j=2}^{i} t^j \Phi_{X,H}[i - j, j].
\end{align*}

Finally the merit function $p(t)$ can be obtained by
\[ p(t) = \|P(X + tH)\|^F_z \]
\[
= \text{trace} \left( (1 - t)P(X)^* + \sum_{i=2}^{m} \sum_{j=2}^{i} \Phi_{X^*, Y^*}[i - j, j] \right)
\]
\[
= (1 - t)^2 \|P(X)\|^F_z + \cdots + t^{2m} \Phi_{X^*, Y^*}[0, m] \Phi_{X, Y}[0, m]
\]
\[
= (1 - t)^2 \|P(X)\|^F_z + \cdots + t^{2m} \|H^m\|^F_z.
\]

Since \( p'(0) = -2\|P(X)\|^F_z < 0 \) and leading coefficient of \( p'(t) \) is positive, \( p' \) has a real zero in positive real number, and this zero corresponds to a minimum or a point of inflection of \( p \). If \( p(t) \) has the minimum for large \( t \), then the Newton step with line search may have numerically a bad effect on convergence. So we must restrict our attention to the appropriate interval \((0, k]\). Because \( t = 1 \) corresponds to a pure Newton step, \( k \) must be greater than 1. Thus we define \( t \) by

\[ p(t) = \min_{x \in (0, k]} p(x) \text{ with } k > 1. \]

Roughly speaking, exact line searches means finding scalar \( t \) that makes \( X + tH \) closer point in direction of \( H \) from solvent.

4. Numerical Experiments and Conclusions

In this section we show and compare some experimental results using Newton’s method with and without line searches. Our experiments were done in MATLAB. Iterations for Newton’s method with and without exact line searches are terminated when the residual \( P(X_k) \) is of the same order of magnitude as the round error in computing it, namely when the relative residual \( \rho(X_k) \) satisfies

\[ \rho(X_k) = \frac{\|f(P(X_k))\|^F}{\|A_0\|^F \|X_k\|^P + \cdots + \|A_m\|^F} \leq nu, \tag{17} \]

where \( u = 2^{-53} \simeq 1.1 \times 10^{-16} \) is unit round off. MATLAB codes for Newton’s method has an option to choose whether to use exact line searches. Suggested examples are in Kratz [7] solved by pure Newton’s method. We will compare the results with exact line searches.

Consider a matrix equation

\[ P_1(X) = X^3 + \begin{bmatrix} -6 & 6 & 2 & -42 \\ -3 & -15 & 21 & 65 \\ 18 & -66 & 33 & 81 \end{bmatrix} X + \begin{bmatrix} 18 & -66 \\ 33 & 81 \end{bmatrix} = 0. \tag{18} \]

We obtained two solvents such that

\[ S_1 = \begin{bmatrix} 4 & -2 \\ 1 & 7 \end{bmatrix}, \quad S_2 = \begin{bmatrix} 0 & -2 \\ 1 & 3 \end{bmatrix}. \]
with starting matrices $218I_2$ and $-218I_2$, respectively. Figure 1 shows Newton’s method with exact line searches converges faster than Newton’s method without exact line searches for the two starting matrices.

Here, we consider the matrix differential equation

$$y^{(4)} + \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} y^{(2)} + \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ -1 & 0 & 1 \end{bmatrix} y' + \begin{bmatrix} -20 & 2 & 1 \\ 2 & -20 & 0 \\ 1 & 0 & -20 \end{bmatrix} y = 0.$$  

Such equations occur in connection with vibrating systems. The characteristic polynomial is given by

$$P_2(X) = X^4 + \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix} X^2 + \begin{bmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ -1 & 0 & 1 \end{bmatrix} X + \begin{bmatrix} -20 & 2 & 1 \\ 2 & -20 & 0 \\ 1 & 0 & -20 \end{bmatrix} = 0. \quad (19)$$

Figure 2 shows the convergence of Newton’s method with and without exact line searches in $P_2(X) = 0$ with starting matrices $24I$ and $-24I$.

Next, we choose starting matrices

$$X_0 = \begin{bmatrix} x_1 & x_2 & x_3 \\ x_4 & x_5 & x_6 \\ x_7 & x_8 & x_9 \end{bmatrix}, \quad -100 \leq x_1, \cdots, x_6 \leq 100$$

with an equally spaces grid of 100 random points $(x_1, \cdots, x_9)$. Figure 3 shows how many times a solvent is produced within 30, 50, and 100 iterations with and without exact line searches. For Newton’s method with and without exact line searches, exact line searches give
the result in more frequent convergence. Convergence of Newton’s methods with and without exact line searches is obtained to four different solvents depending on the starting matrix.

The matrix polynomial in (1) arises in some applications, for example, the stochastic problems and the polynomial eigenvalue problems. Specially, the polynomial eigenvalue problems can be solved by the $n \times n$ standard eigenvalue problems, if we can find a solvent of associated matrix polynomials.

![Figure 2](image1.png)

**Figure 2.** Convergence for example (19) with and without Newton’s method.

![Figure 3](image2.png)

**Figure 3.** Number of times convergence obtained for problem (19) with 100 different arbitrary starting matrices.
We described existence theorems for solvents of the matrix polynomials (1) using spectral theory for the polynomial eigenvalue problems. And we had constructed the solvents for some special matrix polynomial. We also derived Newton’s method and improved this algorithm by Schur decomposition and incorporated exact line searches into Newton’s method. Finally, we experimented with some examples. Newton’s method with exact line searches frequently reduced the number of iterations.
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ABSTRACT: In this paper Bayes estimator of the parameter and reliability function of the zero-truncated Poisson distribution are obtained. Furthermore, recurrence relations for the estimator of the parameter are also derived. Monte Carlo simulation technique has been made for comparing the Bayes estimator and reliability function with the corresponding maximum likelihood estimator (MLE) of zero-truncated Poisson distribution.

1. INTRODUCTION

The Poisson distribution is defined by

\[ P(X = x) = \frac{e^{-\lambda} \lambda^x}{x!} \; ; \; x = 0,1,2,\ldots \]  \hspace{1cm} (1)

The distribution (1) has been obtained by S.D Poisson [1] as a limiting case of the Binomial distribution, for some reasons Newbold [2], Jensen [3] and David [4] preferred to give credit to De Moivre [5] rather than to S.D. Poisson for discovering of Poisson distribution. The distribution is so important among the discrete distributions that even Fisher, once remarked ‘Among discontinuous distributions’, the Poisson series is of the first importance. Johnson, Kotz and Kemp [6] have discussed the genesis of Poisson distribution in detail. Ahmad and Roohi [7] have discussed the characterization of the Poisson distribution. Roohi and Ahmad [8] studied the inverse ascending factorial moments and estimation of the parameter of hyper-Poisson distribution using negative moments. The Poisson distribution has been described as playing a “similar role with respect to discrete distribution to that of the normal for absolutely continuous distribution”. The commonest form of truncation is the omission of the zero class, because the observational apparatus becomes active only when at least one event occurs. The distribution (1) can be truncated at \( x = 0 \) and is defined
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This is usually called the positive Poisson distribution. Cohen [9] called it a conditional Poisson distribution. The truncated distribution (2) has been first considered by David and Johnson [10]. In particular, they derived the maximum likelihood estimate (MLE) of $\lambda$ and its asymptotic variance, and discussed the efficiency of the estimation by moments. Plackett [11] provided a similar estimate of $\lambda$ for distribution (2), to show that it is highly efficient, and to estimate its sampling variance. Murakami [12] also discussed the maximum likelihood estimators based on censored samples from truncated Poisson distributions. Tate and Goen [13] obtained minimum variance unbiased estimation. Cohen ([14] [15]) provided the estimation of the model (2) from the sample that are truncated on the right. A brief list of authors and their works can be seen in Johnson and Kotz [16], Johnson, Kotz and Kemp [6] and Consul [17].

Bayesian estimation is a likelihood based style of inference that incorporates prior information on the unknown variables. ML estimates are equivalent to the nodes of the Bayesian posterior distribution, when the prior distribution for the unknown variables is flat. However, the goal of a Bayesian analysis is generally not just a point estimate like the posterior mode (mean or median), but a representation of the entire distribution for the unknown parameter(s) (Gelman, Carlin, Stern, Rubin, [18] 1995, page 301).

Kyriakoussis and Papadopoulos [19] (1993) derived the Bayes estimators of the probability of success and reliability function of the zero-truncated binomial and negative binomial distributions. In this paper we have made an attempt to obtain Bayes estimator of the parameter and reliability function of the zero-truncated Poisson distribution. Furthermore, recurrence relations for the estimator of the parameter are also derived. Monte Carlo simulation technique has been made for comparing the Bayes estimator and reliability function with the corresponding maximum likelihood estimator (MLE) of zero-truncated Poisson distribution.

2. BAYESIAN ESTIMATOR OF PARAMETER OF ZERO-TRUNCATED POISSON DISTRIBUTION

Let $x_1, x_2, \ldots, x_n$ be a random sample from (2). The likelihood function is given by

$$L = \frac{e^{-\lambda^c} \lambda^{x_i} (1 - \lambda^c)^{-n}}{\prod_{i=1}^{n} x_i!} = e^{-\lambda^c \lambda^c} (1 - \lambda^c)^{-n}$$ (3)
where  \( y = \sum x_i \) and  \( c = \prod_{i=1}^{n} x_i ! \)

Regarding the parameter  \( \lambda \) in (2), as a random variable, a natural conjugate of its prior distribution is the gamma distribution, given as

\[
g(\lambda/\alpha, \beta) = \frac{\alpha^\beta}{\Gamma(\beta)} \lambda^{\alpha} e^{-\lambda} \beta^{-1},
\]

\[\alpha, \beta > 0, \quad \lambda > 0\]  \( (4) \)

Using Bayes theorem, the posterior distribution of  \( \lambda \) from (3) and (4) can be shown to be

\[
\Pi(\lambda/y) = \frac{L g(\lambda/\alpha, \beta)}{\int_0^\infty L g(\lambda/\alpha, \beta) d\lambda}
\]

\[
= \frac{\bar{c}^{(n+\alpha)\beta} \lambda^{(y+\beta)-1} (1 - \bar{c}^{\lambda})^n}{\int_0^\infty \bar{c}^{(n+\alpha)\beta} \lambda^{(y+\beta)-1} (1 - \bar{c}^{\lambda})^n d\lambda}
\]

\( (5) \)

Under squared error loss function, the Bayes estimator of  \( \lambda \) is the posterior mean

\[
p^*(y, n) = \int_0^\infty \lambda \Pi(\lambda/y) d\lambda
\]

\[
= \int_0^\infty \frac{\bar{c}^{(n+\alpha)\beta} \lambda^{(y+\beta)-1} (1 - \bar{c}^{\lambda})^n}{\int_0^\infty \bar{c}^{(n+\alpha)\beta} \lambda^{(y+\beta)-1} (1 - \bar{c}^{\lambda})^n d\lambda} d\lambda
\]

\( (6) \)

Using identity

\[
(1 - z)^{-n} = \sum_{k=0}^{\infty} \binom{n+k-1}{k} z^k,
\]

and the relation

\[
\int_0^\infty \bar{c}^{nt} t^{b-1} dt = \Gamma(b)/a^b, \quad a, b > 0, \quad t > 0
\]

Where

\[
\Gamma(b) = \int_0^\infty \bar{c}^t t^{b-1} dt
\]

we obtain,

\[
\int_0^\infty \bar{c}^{(n+\alpha)\beta} \lambda^{(y+\beta)-1} (1 - \bar{c}^{\lambda})^n d\lambda = \int_0^\infty \bar{c}^{(n+\alpha)\beta} \sum_{k=0}^{\infty} \binom{n+k-1}{k} (\bar{c}^{\lambda})^k d\lambda
\]
\[
\begin{align*}
\int_0^{\infty} e^{(n+\alpha+k)\lambda}(\lambda+y)\,d\lambda &= \sum_{k=0}^{\infty} \int_0^{\infty} e^{(n+\alpha+k)\lambda}\lambda^{y+\beta}\,d\lambda \\
&= \Gamma(y+\beta+1) \sum_{k=0}^{\infty} \left(\frac{n+k-1}{k}\right) \frac{1}{(\alpha+n+k)^{y+\beta+1}} \\
&= \Gamma(y+\beta+1) \sum_{k=0}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}} \\
\end{align*}
\]

(7)

and similarly,

\[
\int_0^{\infty} e^{(n+\alpha+k)\lambda}(1-\lambda^{x})\,d\lambda = \Gamma(y+\beta) \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta}}
\]

(8)

Substituting (8) and (9) into (6) and using relations \(b+1 = b\Gamma\) and

\[
k\left(\frac{k-1}{n-1}\right) = n\left(\frac{k-1}{n}\right) + n\left(\frac{k-1}{n}\right).
\]

(10)

we get

\[
p^*(y,n,\alpha,\beta) = \frac{(y+\beta) \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}}{\sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}}
\]

\[
= \frac{(y+\beta) \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}} + (n+\alpha) \sum_{k=n+1}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}}{n \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}}
\]

(11)

or

\[
p^*(y,n) = \frac{(y+\beta)M(y,n)}{n \, M(y,n+1) + (n+\alpha)M(y,n)}
\]

(12)

\[
y = n, n + 1, \ldots \quad n = 1, 2, \ldots
\]

where

\[
M(y,n) = \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}
\]

(13)

and

\[
M(y,n+1) = \sum_{k=n+1}^{\infty} \left(\frac{k-1}{n}\right) \frac{1}{(\alpha+k)^{y+\beta+1}}
\]

(14)

After simplification (12) becomes
\[ p^*(y, n) = \frac{(y + \beta)}{\{n + \alpha\} + n B(y, n)} \]

where \(y = n, n + 1, \ldots, n = 1, 2, \ldots\)

\[ B(y, n) = \frac{M(y, n + 1)}{M(y, n)} \]

3. RECURRENCE RELATIONS

In order to obtain a recurrence relation for \(p^*(y, n)\), first we need recurrence relations for the numbers \(M(y, n)\) and \(B(y, n)\), which are obtained by following two lemmas:

**Lemma 1:** The numbers \(M(y, n)\), satisfy the recurrence relations:

\[ M(y, n + 1) = \frac{1}{n} M(y - 1, n) - \frac{(n + \alpha)}{n} M(y, n) \]

\(y = n, n + 1, n + 2, \ldots, n = 1, 2, \ldots\)

with initial condition

\[ M(y, 1) = \sum_{k=1}^{\infty} \frac{1}{(\alpha + k)^{y+\beta+1}}, \quad y = 1, 2, 3, \ldots \]

**Proof:** From the relation (13), we have

\[ M(y - 1, n) = \sum_{k=1}^{\infty} \left(\frac{k - 1}{n - 1}\right) \frac{1}{(\alpha + k)^{y+\beta+1}} \]

\[ = \sum_{k=n}^{\infty} \frac{k - 1}{n - 1} \frac{(\alpha + k)}{(\alpha + k)^{y+\beta+1}} \]

Using the relation (10) then (3.3) becomes

\[ M(y - 1, n) = n \sum_{k=n}^{\infty} \left(\frac{k - 1}{n}\right) \frac{1}{(\alpha + k)^{y+\beta+1}} + (n + \alpha) \sum_{k=n}^{\infty} \frac{k - 1}{(n - 1)} \frac{1}{(\alpha + k)^{y+\beta+1}} \]

From (13) and (14) we have

\[ M(y - 1, n) = n M(y, n + 1) + (n + \alpha) M(y, n) \]

from which, we have (17). Also from (13) for \(n = 1\) we have the relation (18)

Remark 1: Since, \(\alpha\) is a positive integer and \(\beta > 0\), from (13) we have

\[ M(y, 1) = \sum_{k=1}^{\infty} \frac{1}{(\alpha + K)^{y+\beta+1}} \]
We also have

\[ M(y,1) \geq \frac{1}{(\alpha + 1)^{y+\beta+1}} \]

consequently the series \( M(y, 1) \) exists and from (17) by mathematical induction we conclude that the series \( M(y, n) \) also exists.

Remark 2: Combining the relations (12), (13) and (14) we get that

\[
B(y,n) = \frac{\frac{1}{n}M(y-1,n) - \frac{1}{n}(n+\alpha)M(y,n)}{M(y,n)}
\]

\[
= \left[ \frac{M(y-1,n)}{M(y,n)} - (\alpha + n) \right] / n
\]

and

\[
p(y,n) = (y + \beta)M(y,n) / [(n + \alpha)M(y,n) + n(\frac{1}{n}(y-1,n) - \frac{1}{n}(n+\alpha)M(y,n))]
\]

\[
= \frac{(y + \beta)M(y,n)}{M(y-1,n)}
\]

(22)

**LEMMA 2:** The numbers \( B(y, n) \), satisfy the recurrence relations:

\[
B(y, n+1) = \frac{[nB(y,n) + (n+\alpha)]B(y-1,n) - (n+1)B(y,n)}{(n+1)B(y,n)} - \frac{[n+1] + \alpha}{(n+1)}
\]

(23)

with initial conditions

\[
B(y,1) = \frac{M(y-1,1)}{M(y,1)} - (1 + \alpha)
\]

(24)

**Proof:** From the relation (14) and the recurrence relation (17), we get

\[
B(y,n+1) = \frac{M(y,n+2)}{M(y,n+1)}
\]

\[
= \frac{\frac{1}{n+1}M(y-1,n+1) - \frac{1}{n+1}(n+1+\alpha)M(y,n+1)}{M(y,n+1)}
\]
ON THE BAYES ESTIMATOR OF PARAMETER AND RELIABILITY FUNCTION OF THE ZERO-TRUNCATED POISSON DISTRIBUTION

\[ \frac{1}{\binom{n+1}{n}} \frac{M(y-1,n+1)/M(y,n) - [(n+1) + \alpha]B(y,n)}{B(y,n)} \]

We also have,
\[ B(y-1,n) = \frac{M(y-1,n+1)/M(y,n)}{n B(y,n) + (n + \alpha)} \]

From (16) and (20) we have
\[ B(y-1,n) = \frac{M(y-1,n+1)/M(y,n)}{n B(y,n) + (n + \alpha)} \]

or
\[ M(y-1,n+1)/M(y,n) = \left[ n B(y,n) + (n + \alpha) \right] B(y-1,n) \]

Substituting (26) into (25) we obtain (23). Using the relation (22) for \( n=1 \) we easily obtain the initial conditions (23).

**Theorem 1:** The Bayes estimator of the parameter \( \lambda \) satisfies the recurrence relation:
\[ p^*(y,n+1) = \frac{[y + \beta] - (n + \alpha)p^*(y,n)p^*(y-1,n)}{[y-1 + \beta] - (n + \alpha)p^*(y-1,n)} \]  

with initial conditions
\[ p^*(y,1) = \frac{(y + \beta)M(y,1)}{M(y-1,1)} \]

**Proof:** From the relation (15) we have
\[ p^*(y,n+1) = \frac{(y + \beta)}{(n + 1 + \alpha) + (n + 1)B(y,n+1)} \]

Substituting (23) into (30) and using (15) we obtain (28), after some algebraic manipulations. From the relation (22) for \( n=1 \) we easily get (29).

4. BAYES ESTIMATOR OF THE RELIABILITY FUNCTION OF ZERO-TRUNCATED POISSON DISTRIBUTION

The Bayes estimator \( R^*(t) \), for \( R(t) = P(X > t) \), where the random variable \( X \) has the distribution (2), is given by
\[ R^*(t) = E[R(t)/x_1,x_2,\ldots,x_n] \]
\[
\int_{0}^{\infty} R(t)e^{(\alpha+\beta)\lambda}(1-\bar{e}^{\lambda})^{-n} d\lambda = \int_{0}^{\infty} e^{(\alpha+\beta)\lambda}(1-\bar{e}^{\lambda})^{-n} d\lambda
\]

where

\[
R(t) = \sum_{x=[t]+1}^{\infty} \frac{e^{x\lambda}}{x!} \left(1-\bar{e}^{\lambda}\right)^{-1}, \quad [t], \text{the integer part of } t.
\]

Making similar computations, as for \(p^*(y, n)\) we get

\[
\int_{0}^{\infty} R(t)e^{(\alpha+\gamma)\lambda}(1-\bar{e}^{\lambda})^{-n} d\lambda = \Gamma(y + \beta + x) \sum_{k=1}^{\infty} \left(\frac{k-1}{n}\right) \frac{1}{(\alpha + k)^{y+\beta+x}}
\]

Using the identity

\[(1-z)^{-n} = \sum_{k=0}^{\infty} \binom{n+k-1}{k} z^k, \quad |z| < 1\]

we obtain

\[
\int_{0}^{\infty} e^{(\alpha+n)\lambda}(1-\bar{e}^{\lambda})^{-n} d\lambda = \Gamma(y + \beta + x) \sum_{k=1}^{\infty} \left(\frac{k-1}{n}\right) \frac{1}{(\alpha + k)^{y+\beta+x}}
\]

Similarly,

\[
\int_{0}^{\infty} e^{(\alpha+n)\lambda}(1-\bar{e}^{\lambda})^{-n} d\lambda = \Gamma(y + \beta) \sum_{k=n}^{\infty} \left(\frac{k-1}{n-1}\right) \frac{1}{(\alpha + k)^{y+\beta}}
\]

Using (35) and (34) in (33), we get

\[
R^*(t) = \sum_{x=[t]+1}^{\infty} \frac{\Gamma(y + \beta + x)}{x! \Gamma(y + \beta)} \sum_{k=n}^{\infty} \left(\frac{k-1}{n}\right) \frac{1}{(\alpha + k)^{y+\beta+x}}
\]

Using the relation (10), we get

\[
R^*(t) = \sum_{x=[t]+1}^{\infty} \frac{\Gamma(y + \beta + x)}{x! \Gamma(y + \beta)} \sum_{k=n}^{\infty} \left(\frac{k-1}{n}\right) \frac{(\alpha + k)}{(\alpha + k)^{y+\beta+x+1}}
\]
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\[ \sum_{x=1}^{\infty} \frac{\Gamma(y + \beta + x)}{x! \Gamma(y + \beta)} \left[ \frac{(n+1) \sum_{k=n+1}^{\infty} \frac{k-1}{(\alpha + k)^{y + x + \beta + 1}} + (n+1+\alpha) \sum_{k=n+1}^{\infty} \frac{k-1}{n} \left( \frac{1}{(\alpha + k)^{y + x + \beta + 1}} + \frac{1}{n} \right)}{n} \right] \]

= \sum_{x=1}^{\infty} \frac{\Gamma(y + \beta + x)}{\Gamma(y + \beta)} \left[ \frac{(n+1)M(y + x, n+2) + (n+1+\alpha)M(y + x, n+1)}{(n+\alpha)M(y, n) + nM(y, n+1)} \right]

(37)

Where

\[ M(y, n) = \sum_{k=n}^{\infty} \frac{k-1}{(\alpha + k)^{y + x + \beta + 1}} \]

Or

\[ R^*(t) = 1 - \sum_{x=0}^{[t]} \frac{\Gamma(y + \beta + x)}{\Gamma(y + \beta)} \left[ \frac{(n+1)M(y + x, n+2) + (n+1+\alpha)M(y + x, n+1)}{(n+\alpha)M(y, n) + nM(y, n+1)} \right] \]

(38)

5. COMPUTER SIMULATION AND CONCLUSION

In order to compare the estimators, Monte Carlo Simulations were performed on 1000 samples for each simulation. The following steps summarize the simulation,

1) A value is generated from a gamma distribution with specified parameters \( \alpha \) and \( \beta \).
2) Based on the realization from the gamma distribution a sample of size \( n=8 \) or 30 is generated from the zero-truncated Poisson distribution.
3) The estimates of the parameter and reliability function are computed from the generated sample, and the estimates and their squared error losses were stored.
4) Steps 1-3 were repeated 1000 times.
5) Average values and root mean square errors (RMSE’s) of the estimates are computed over the 1000 samples.

Tables 1-4 show some of the results. In comparing the estimators the root mean square error criterion will be used, namely the estimator with the smallest RMSE is the best estimator. The reliability function was evaluated arbitrarily at times 1, 2 and 3. Two sample sizes of \( n=8, 30 \) were utilized in the simulation.

TABLE 1. Average values and RMSE’s for the estimators of the zero- truncated Poisson.
Gamma prior with $\alpha = 1$ and $\beta = 1$, Sample Size n=8

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RMSE</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
</table>

Reliability

<table>
<thead>
<tr>
<th>Time</th>
<th>Exact Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RSME</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.4816</td>
<td>4.4724</td>
<td>3.6230</td>
<td>4.4695</td>
<td>3.6264</td>
<td>1.0009</td>
</tr>
<tr>
<td>2</td>
<td>4.3879</td>
<td>4.3769</td>
<td>3.6392</td>
<td>4.3779</td>
<td>3.6408</td>
<td>1.0004</td>
</tr>
<tr>
<td>3</td>
<td>4.2785</td>
<td>4.2681</td>
<td>3.6523</td>
<td>4.2699</td>
<td>3.6542</td>
<td>1.0005</td>
</tr>
</tbody>
</table>

TABLE 2. Average values and RMSE’s for the estimators of the zero- truncated Poisson.

Gamma prior with $\alpha = 2$ and $\beta = 5$, Sample Size n=8

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RMSE</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1904</td>
<td>2.1912</td>
<td>1.9665</td>
<td>2.1792</td>
<td>1.9708</td>
<td>1.0022</td>
<td></td>
</tr>
</tbody>
</table>

Reliability

<table>
<thead>
<tr>
<th>Time</th>
<th>Exact Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RSME</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.7034</td>
<td>2.6915</td>
<td>2.0026</td>
<td>2.6771</td>
<td>2.0142</td>
<td>1.0058</td>
</tr>
<tr>
<td>2</td>
<td>2.4588</td>
<td>2.4526</td>
<td>2.0305</td>
<td>2.4403</td>
<td>2.0396</td>
<td>1.0045</td>
</tr>
<tr>
<td>3</td>
<td>2.2387</td>
<td>2.2435</td>
<td>2.0244</td>
<td>2.2321</td>
<td>2.0324</td>
<td>1.0040</td>
</tr>
</tbody>
</table>

TABLE 3. Average values and RMSE’s for the estimators of the zero- truncated Poisson.

Gamma prior with $\alpha = 1$ and $\beta = 1$, Sample Size n=30

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RMSE</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>15.1380</td>
<td>15.1020</td>
<td>14.6255</td>
<td>15.1020</td>
<td>14.6256</td>
<td>1.0000</td>
<td></td>
</tr>
</tbody>
</table>

Reliability

<table>
<thead>
<tr>
<th>Time</th>
<th>Exact Value</th>
<th>Bayes Ave.</th>
<th>RMSE</th>
<th>MLE Ave.</th>
<th>RSME</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.7034</td>
<td>2.6915</td>
<td>2.0026</td>
<td>2.6771</td>
<td>2.0142</td>
<td>1.0058</td>
</tr>
<tr>
<td>2</td>
<td>2.4588</td>
<td>2.4526</td>
<td>2.0305</td>
<td>2.4403</td>
<td>2.0396</td>
<td>1.0045</td>
</tr>
<tr>
<td>3</td>
<td>2.2387</td>
<td>2.2435</td>
<td>2.0244</td>
<td>2.2321</td>
<td>2.0324</td>
<td>1.0040</td>
</tr>
</tbody>
</table>
TABLE 4. Average values and RMSE’s for the estimators of the zero- truncated Poisson. Gamma prior with $\alpha = 2$ and $\beta = 5$, Sample Size n=30

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>Bayes Ave.</th>
<th>Bayes RMSE</th>
<th>MLE Ave.</th>
<th>MLE RMSE</th>
<th>RMSE ratio MLE/Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.5200</td>
<td>8.4870</td>
<td>8.2306</td>
<td></td>
<td>8.4840</td>
<td>8.2311</td>
<td>1.0001</td>
</tr>
<tr>
<td>Reliability</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Exact Value</td>
<td>Bayes Ave.</td>
<td>Bayes RMSE</td>
<td>MLE Ave.</td>
<td>MLE RSME</td>
<td>RMSE ratio MLE/Bayes</td>
</tr>
<tr>
<td>1</td>
<td>9.0363</td>
<td>8.9992</td>
<td>8.2502</td>
<td>8.9961</td>
<td>8.2520</td>
<td>1.0002</td>
</tr>
<tr>
<td>2</td>
<td>8.8006</td>
<td>8.7641</td>
<td>8.2642</td>
<td>8.7617</td>
<td>8.2655</td>
<td>1.0002</td>
</tr>
<tr>
<td>3</td>
<td>8.5798</td>
<td>8.5466</td>
<td>8.2619</td>
<td>8.5438</td>
<td>8.2630</td>
<td>1.0001</td>
</tr>
</tbody>
</table>

In comparing the estimators, the Bayes ones have the smallest RMSE and are better. This is to be expected since the Bayes estimators take advantage of the known prior parameters $\alpha$ and $\beta$. By examining the RMSE ratios we can conclude that the estimates are sensitive to the choice of prior parameters and to sample size.

ACKNOWLEDGMENTS
The authors thank very much the anonymous referee and editor for his/her many helpful suggestions, which substantially simplified the paper.

REFERENCE
ON ESTIMATION OF NEGATIVE POLYA–EGGENBERGER DISTRIBUTION
AND ITS APPLICATIONS

ANWAR HASSAN¹† AND SHEIKH BILAL²

¹DEPARTMENT OF STATISTICS, UNIVERSITY OF KASHMIR, SRINAGAR INDIA
E-Mail address: anwar.hassan2007@gmail.com
²DEPARTMENT OF STATISTICS, DEGREE COLLEGE, BARAMULLA KASHMIR INDIA
E-Mail address: sbilal_sbilal@yahoo.com

ABSTRACT. In this paper, the negative Polya-Eggenberger distribution has been introduced by compounding negative binomial distribution with beta distribution of I-kind which generates a number of univariate contagious or compound (or mixture of) distributions as its particular cases. The distribution is unimode, over dispersed and all of its positive and negative integer moments exist. The difference equation of the proposed model shows that it is a member of the Ord’s family of distribution. Some of its interesting properties have been explored besides different methods of estimation been discussed. Finally, the parameters of the proposed model have been estimated by using a computer programme in R-software. Application of the proposed model to some data, available in the literature, has been given and its goodness of fit demonstrated.

1. INTRODUCTION

The Polya-Eggenberger distribution and its inverse negative Polya-Eggenberger distribution was introduced by Polya and Eggenberger [1] through an urn model. They described these distributions as truly contagious distribution. The other type such as Neyman’s contagious distribution [2] involves the “apparent contagion” as described by Feller [3]. The distribution in discussion has not been studied in detail so far. Though, its different parameterization is present in the literature. The first parameterization of the distribution is the beta-negative binomial distribution which is the generalization of hypergeometric distribution; see Johnson and Kotz’s [10] for details. Another parameterization is the generalized Waring distribution introduced by Irwin [9] as an accident proneness-liability model which was subsequently applied by Irwin {[9], [14]} to data on accidents sustained by men in a soap factory. The negative Polya-Eggenberger distribution also belongs to Kemp and Kemp [6] generalized hyper-geometric distribution.

The negative Polya-Eggenberger distribution is related to Polya-Eggenberger
distribution in the same way as negative binomial distribution is related to binomial distribution. It is well known fact that the negative binomial distribution has become increasingly popular as a more flexible alternative to the Poisson distribution especially when it is doubtful whether the strict requirements particularly independence for a Poisson distribution will be satisfied. There are various extensions/modifications of NBD in the literature including Engen’s extended NBD \([13, 15]\), GNBD of Jain and Consul \([12]\) and Weighted NBD; see Johnson et al. \([16]\) for more details and explanations.

In this paper, the proposed model has been obtained by compounding the negative binomial distribution with beta distribution of first kind. In Gurland’s \([7]\) terminology, the proposed model represents a generalization of the negative binomial distribution. It has been shown that the proposed model exhibits more flexible alternative model to negative-binomial distribution and some of its generalizations. This has been demonstrated with the help of three data sets by the goodness of fit in the last section of this paper.

The organization of the paper is as follows: in section 2, we derive the proposed model. Section 3 deals with some interesting structural properties of the proposed model. In section 4, we discuss its relation with other distributions. Section 5 proposes different methods of estimation. Finally, in section 6, the parameters of the proposed model have been estimated by using a computer programme in R-software. Further, an application of the proposed model to three data sets has been given and its goodness of fit demonstrated.

2. THE PROPOSED MODEL

A certain mixture distribution arises when all (or some) parameters of a distribution vary according to some probability distribution called the mixing distribution. A well-known example of discrete-type mixture distribution is the negative-binomial distribution which can be obtained as a Poisson mixture with gamma distribution.

Let \(X\) has a conditional negative-binomial distribution with parameter \(p\), that is, \(X\) has a conditional probability mass function (pmf)

\[
P(X/p) = P(X=x/p) = \binom{n+x-I}{x}p^{x}(1-p)^{I} \quad \text{for } x=0,1,2,\ldots \quad \text{and } 0<p<1, \ n>0 \tag{2.1}
\]

Now, suppose \(p\) is a continuous random variable with probability density function (pdf)

\[
g(p) = \frac{1}{\beta(\gamma,\alpha)} p^{\gamma-1} (1-p)^{\alpha-1} \quad \text{for } 0<p<1, \quad (\alpha,\gamma)>0 \tag{2.2}
\]

Bhattacharya \([8]\) showed that the conditional pmf of \(X\) is given by

\[
f(x) = P(X=x) = \int_{0}^{\infty} f(x/p) g(p) dp
\]
The equation above together with (2.1) and (2.2) gives
\[ P(X = x) = \binom{n + x - 1}{x} \frac{\alpha(\alpha + 1) \ldots (\alpha + x - 1) \gamma(\gamma + 1) \ldots (\gamma + n - 1)}{\alpha + \gamma} \frac{\gamma(\gamma + 1) \ldots (\gamma + n + x - 1)}{(\alpha + \gamma + 1) \ldots (\alpha + \gamma + n + x - 1)} \]

Taking \( \alpha = \frac{a}{c}, \gamma = \frac{b}{c} \), the equation above reduces to the negative Polya-Eggenberger distribution with pmf
\[ P(X = x) = \binom{n + x - 1}{x} \frac{\alpha(\alpha + 1) \ldots (\alpha + x - 1) \gamma(\gamma + 1) \ldots (\gamma + n - 1)}{(\alpha + \gamma)(\alpha + \gamma + 1) \ldots (\alpha + \gamma + n + x - 1)} \]
for \( x = 0, 1, 2, \ldots \). (2.3)

The proposed model (2.3) can be put into different forms for the mathematical convenience and to study some of its properties. The model (2.3) in terms of ascending factorials can be put as
\[ P(X = x) = \binom{n + x - 1}{x} \frac{\alpha^x \gamma^n}{(\alpha + \gamma)^{n + x - 1}}, \quad \text{for} \quad x = 0, 1, 2, \ldots \] (2.4)

Where \( \alpha^{[x, c]} = \alpha(\alpha + c) \ldots (\alpha + x - 1)c \)

Another form of (2.3) can be
\[ P(X = x) = \binom{n + x - 1}{x} \frac{\alpha^{[x, c]} \gamma^{n, x}}{(\alpha + \gamma)^{n + x - 1}}, \quad \text{for} \quad x = 0, 1, 2, \ldots \] (2.5)

Where \( \alpha^{[x]} = \alpha(\alpha + 1) \ldots (\alpha + x - 1) \) and \( \alpha = \frac{a}{c}, \gamma = \frac{b}{c} \). The model represented by (2.5) has been seen the most workable model, used throughout this paper, for the mathematical computations.

Another form of (2.3) in terms of \( n, p = \frac{a}{(a+b)}, Q = (1-p) = \frac{b}{(a+b)} \) and \( \delta = \frac{c}{(a+b)} \) can be
\[ P(X = x) = \binom{n + x - 1}{x} \prod_{j=0}^{x-1} \frac{(p + j\delta)}{n - j\delta} \prod_{j=0}^{n-1} \frac{(Q + j\delta)}{1 + j\delta} \]
for \( x = 0, 1, 2, \ldots \) (2.6)

REMARKS: A number of special cases can be deduced from the proposed model (2.3) by assigning different sets of values to its parameters. Some of the interesting cases deduced are negative-binomial distribution, beta–negative binomial distribution, negative hyper geometric distribution, geometric series distribution, Bernoulli-delta distribution (geometric) etc.

3. STRUCTURAL PROPERTIES

In this section, some of the interesting properties of the proposed model has been explored which are described as follows;
3.1 RECURRENCE RELATION BETWEEN PROBABILITIES
Expressing the pmf of the proposed model (2.5) as
\[ P(X=x) = \frac{(n+x-1)!}{(n-1)!} \frac{\alpha^{[x]} \gamma^{[n]}}{(\alpha+\gamma)^{n+x}} \] (3.1)

Taking \( x = x + 1 \) in the equation above and dividing the resulting equation by (3.1), we get the recurrence relation of the proposed model as
\[ P(X = x+1) = \left[ \frac{(n+x)}{(x+1)} \right] \frac{(\alpha+x)}{(\alpha+\gamma+n+x)} P(X = x) \] (3.2)

Which yields the difference equation of the proposed model as
\[ \Delta P_{x-1} = \frac{\left\{ n\alpha - n - \alpha \right\}}{\gamma + 1} P_x \]

The difference equation above exhibits that the proposed model is a member of the Ord’s family of distribution.

3.2. UNIMODALITY

The proposed model is a unimodal by the following result of Holgate [11]:

**Lemma.** If the mixing distribution is non-negative, continuous and unimodal then the resulting distribution is unimodal

The proposed model is a unimodal since the mixing distribution is a beta distribution of I-kind which is unimodal. To show the unimodality of the distribution we have the following theorem.  

**Theorem 3.1.** The proposed model is a unimodal for all values of \((n, \alpha, \gamma)\) and the mode is at \( x=0 \) if \( n\alpha < 1 \) and for \( n\alpha > 1 \) the mode is at some other point \( x = M \) such that
\[ \frac{n(\alpha-1)-(\alpha+\gamma)}{(\gamma+1)} < M < \frac{(n-1)(\alpha+1)}{(\gamma+1)} \] (3.3)

**Proof.** The recurrence relation (3.2) gives the ratio
\[ \frac{P(x+1)}{P(x)} = \frac{(n+x)}{(x+1)} \frac{(\alpha+x)}{(\alpha+\gamma+n+x)} \] (3.4)

Which is less than one, that is,
\[ \frac{P(x+1)}{P(x)} < 1 \quad \text{if} \quad n\alpha < 1 \quad \forall \ (n, \alpha, \gamma) > 0 \]

Hence, for \( n\alpha < 1 \), the ratio \( \frac{P(x+1)}{P(x)} \) is a non-increasing function, therefore, the mode of the proposed model exists at \( x = 0 \). Suppose for \( n\alpha > 1 \) the mode exists at \( x = M \), then the ratio defined by (3.4) gives the two inequalities
\[ \frac{P(M+1)}{P(M)} = \frac{(n+M)}{(M+1)} \frac{(\alpha+M)}{(\alpha+\gamma+n+M)} < 1 \] (3.5)
and
\[ P(M) = \frac{n + M - 1}{M} \frac{(\alpha + M - 1)}{(\alpha + \gamma + n + M - 1)} > 1 \]  
(3.6)

By the inequality (3.5) we have
\[ \frac{n(\alpha - 1) - (\alpha + \gamma)}{(\gamma + 1)} < M \]  
(3.7)

and the inequality (3.6) gives
\[ M < \frac{(n - 1)(\alpha + 1)}{(\gamma + 1)} \]  
(3.8)

On combining the inequalities (3.7) and (3.8), we get the result (3.3).

3.3. MEAN AND VARIANCE

Mean and variance of the proposed model can be easily obtained by using the properties of conditional mean and variance as follows;

MEAN: By the conditional mean we have
\[ \text{Mean} = E(X) = E[E(X / p)] \]  
(3.9)

Where \( E(X / p) \) is the conditional expectation of \( X \) given \( p \) and for given \( p \) the random variable \( X \) follows (2.1) with mean and variance given by
\[ E(X / p) = np^{-\gamma}(1 - p) \]
\[ V(X / p) = np^{-\gamma}(1 - p) \]  
(3.10)

The equation (3.9) together with (3.10) and (2.2) gives mean of the proposed model as
\[ E(X) = \frac{n\alpha}{(\gamma - 1)} \quad \gamma > 1 \]

VARIANCE: Similarly, by the conditional variance we have
\[ V(X) = E[V(X / p)] + V[E(X / p)] \]  
(3.11)

Using (3.10) in the equation above, we get
\[ V(X) = nE[p^{-2}(1 - p)] + n^2E[p^{-2}(1 - p)] - n^2[E(p^{-\gamma}(1 - p))^2] \]

Since \( p \) is varying as (2.2), the equation above reduces to
\[ V(X) = \frac{n}{\beta(\gamma, \alpha)} \int_0^1 p^{\gamma+1-1}(1 - p)^{\alpha-1}dp + \frac{n^2}{\beta(\alpha, \gamma)} \int_0^1 p^{\gamma+2-1}(1 - p)^{\alpha-3}dp - \left\{E(X)\right\}^2 \]

By an application of beta integral, the equation above gives variance as
\[ V(X) = \frac{n\alpha}{(\gamma - 1)} + \frac{n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} - \left(\frac{n\alpha}{(\gamma - 1)}\right)^2 \quad \text{for} \quad \gamma > 2 \]

3.4. RECURRENCE RELATION BETWEEN MOMENTS

The recurrence relation (3.2) gives
\[(1 + x)^{r+1} P_x, f(n, \alpha, \gamma) = (1 + x)^r \frac{(\alpha + x)(n + x)}{(\alpha + \gamma + n + x)} P_x(n, \alpha, \gamma)\]

Which subsequently reduces to
\[(1 + x)^{r+1} P_x, s(n, \alpha, \gamma) = (1 + x)^r \frac{n\alpha}{(\gamma - 1)} P_x(n + 1, \alpha + 1, \gamma - 1), \quad \gamma > 1 \quad (3.12)\]

Where \( P_x(n + 1, \alpha + 1, \gamma - 1) \) denotes the pmf of the proposed model with parameters \( n + 1, \alpha + 1, \gamma - 1 \). Summing (3.12) over the values of \( x \) on both sides, we get the moment recurrence relation as
\[\mu_{r+1, s} (n, \alpha, \gamma) = \frac{n\alpha}{(\gamma - 1)} \sum_{j=0}^{r} \mu_j(n + 1, \alpha + 1, \gamma - 1) \quad (3.13)\]

Where \( \mu_j(n + 1, \alpha + 1, \gamma - 1) \) denotes the \( j \)th moment about origin of the proposed model with parameters \( n + 1, \alpha + 1, \gamma - 1 \). The recurrence relation (3.13) gives the first four moments about origin as
\[
\begin{align*}
\mu_1 &= \frac{n\alpha}{(\gamma - 1)}, \quad \gamma > 1 \\
\mu_2 &= \frac{n\alpha}{(\gamma - 1)} + \frac{n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)}, \quad \gamma > 2 \\
\mu_3 &= \frac{n\alpha}{(\gamma - 1)} + \frac{3n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} + \frac{n(n + 1)(n + 2)\alpha(\alpha + 1)(\alpha + 2)}{(\gamma - 1)(\gamma - 2)(\gamma - 3)}, \quad \gamma > 3 \\
\mu_4 &= \frac{n\alpha}{(\gamma - 1)} \left[ \frac{7n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} + \frac{6n(n + 1)(n + 2)\alpha(\alpha + 1)(\alpha + 2)}{(\gamma - 1)(\gamma - 2)(\gamma - 3)} \right. \\
&\quad + \frac{n(n + 1)(n + 2)\alpha(\alpha + 1)(\alpha + 2)}{(\gamma - 1)(\gamma - 2)(\gamma - 3)} \left( \frac{n\alpha}{(\gamma - 1)} \right)^2 \right], \quad \gamma > 4
\end{align*}
\]

Now, the central moments can be easily obtained from the moments about origin of the proposed model and are given by
\[
\begin{align*}
\mu_2 &= \frac{n\alpha}{(\gamma - 1)} \left[ 1 + \frac{(n + 1)(\alpha + 1)}{(\gamma - 2)} - \frac{n\alpha}{(\gamma - 1)} \right], \quad \gamma > 2 \\
\mu_3 &= \frac{n\alpha}{(\gamma - 1)} \left[ 1 - \frac{3n\alpha}{(\gamma - 1)} + \frac{2(n\alpha)}{(\gamma - 1)^2} \right] + \frac{3n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} \left[ 1 - \frac{n\alpha}{(\gamma - 1)} \right] + \frac{n(n + 1)(n + 2)\alpha(\alpha + 1)(\alpha + 2)}{(\gamma - 1)(\gamma - 2)(\gamma - 3)}, \quad \gamma > 3 \\
\mu_4 &= \frac{n\alpha}{(\gamma - 1)} \left[ 1 - \frac{4n\alpha}{(\gamma - 1)} + \frac{6(n\alpha)}{(\gamma - 1)^2} - \frac{3(n\alpha)}{(\gamma - 1)^3} \right] + \frac{n(n + 1)\alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} \left[ 1 - \frac{12n\alpha}{(\gamma - 1)} + \frac{6(n\alpha)}{(\gamma - 1)^2} \right]
\end{align*}
\]
The proposed model is over dispersed for $\gamma > 2$ and its coefficient of variation is given by 

$$CV = 1 + \frac{(n+1)(\alpha + 1)}{(\gamma - 2)} - \frac{n\alpha}{(\gamma - 1)}, \quad \gamma > 2$$

### 3.5. PROBABILITY GENERATING FUNCTION

Suppose $G_X(u)$ denotes the probability generating function of the proposed model then we have 

$$G_X(u) = E(u^X) = \sum_{n=0}^{\infty} \sum_{x=0}^{n} u^n \frac{(n+x-1)!}{(n-1)!} \frac{\alpha^{[x]} \gamma^{[n]}}{(\alpha+\gamma)^{n+x}}$$

Which yields the probability generating function of the proposed model as 

$$G_X(u) = \frac{\gamma^{[n]}}{(\alpha+\gamma)^{n+x}}_{2F_1}[n,\alpha;\alpha+\gamma+n,u]$$

Where $_{2F_1}[n,\alpha;\alpha+\gamma+n,u]$ is a Gaussian hypergeometric function.

**REMARKS:** If we replace $u$ by $(1+t)$ and $(1-t)$, the equation above yields the descending factorial moment and ascending factorial moment generating functions respectively.

### 3.6. FACTORIAL MOMENTS

The rth factorial moment about origin $\mu_r'$ of the proposed model is defined as 

$$\mu_r' = \sum_{x=0}^{\infty} x^{(r)} \frac{(n+x-1)!}{(n-1)!} \frac{\alpha^{[x]} \gamma^{[n]}}{(\alpha+\gamma)^{n+x}}$$

Which reduces to 

$$\mu_r' = \sum_{x=0}^{\infty} \frac{(n+x-1)!}{(n-1)!} \frac{\alpha^{[x]} \gamma^{[n]}}{(\alpha+\gamma)^{n+x}}$$

Taking $x=x'+1$, the equation above yields the rth factorial moment of the proposed model as 

$$\mu_r' = \frac{n^{(r)}}{(\gamma-1)!} \frac{\alpha^{(r)} \gamma^{(r)-1}}{(\gamma)^{(r)-1}}$$

(3.14)

The expression (3.14) can be used to obtain the factorial moments of the proposed model.

### 3.7. NEGATIVE INTEGER FACTORIAL MOMENTS (NIFM)

The negative moments are useful in many problems of applied statistics, especially in life
testing and in survey sampling, where ratio estimates are used. In this section, we obtained the expression for the \( r \)th negative integer ascending factorial moment of the proposed model in terms of Gaussian hypergeometric function. Suppose \( \varphi'_{\{r\}} \) denotes the \( r \)th negative integer ascending factorial moment of the proposed model then we have

\[
\varphi'_{\{r\}} = E[(x+1)^{\left\{r\right\}}]^{-1} = \sum_{x=0}^{\infty} \frac{1}{(x+1)^{\left\{r\right\}} (n-x-1)!} \frac{(n-x-1)!}{(n-x)! x!} \frac{\alpha^{\{x\}}}{(\alpha + \gamma)^{n+x}}
\]

where \( \frac{1}{(x+1)^{\left\{r\right\}}} = \frac{x!}{(x+r)!} \frac{1}{\left\{r\right\}(r+1)^{\left\{r\right\}}!} \)

Using the result above in (3.15), we get

\[
\varphi'_{\{r\}} = \gamma^{\{n\}} r!(\alpha + \gamma)^{\{n\}} \mathcal{F}_2 \left\{ n, \alpha, 1; r+1, \alpha + \gamma + n; 1 \right\}
\]

Which gives the first four negative integer ascending factorial moment as

\[
\begin{align*}
\varphi'_{\{1\}} &= \frac{\gamma^{\{n\}}}{(\alpha + \gamma)^{\{n\}}} \mathcal{F}_2 \left\{ n, \alpha, 1; 2, \alpha + \gamma + n; 1 \right\} \\
\varphi'_{\{2\}} &= \frac{\gamma^{\{n\}}}{2(\alpha + \gamma)^{\{n\}}} \mathcal{F}_2 \left\{ n, \alpha, 1; 3, \alpha + \gamma + n; 1 \right\} \\
\varphi'_{\{3\}} &= \frac{\gamma^{\{n\}}}{6(\alpha + \gamma)^{\{n\}}} \mathcal{F}_2 \left\{ n, \alpha, 1; 4, \alpha + \gamma + n; 1 \right\} \\
\varphi'_{\{4\}} &= \frac{\gamma^{\{n\}}}{24(\alpha + \gamma)^{\{n\}}} \mathcal{F}_2 \left\{ n, \alpha, 1; 5, \alpha + \gamma + n; 1 \right\}
\end{align*}
\]

4. RELATION WITH OTHER DISTRIBUTIONS

**Theorem 4.1.** Let \( X \) be a negative Polya-Eggenberger variate with parameters \( (n, \alpha, \gamma) \). If \( \gamma \to \infty \) such that \( \alpha \gamma = \lambda \) and \( \lambda = \theta n^{-1} \) as \( n \to \infty \) then show that \( X \) tends to a Poisson distribution with parameter \( \theta \).

**Proof:** Expressing the pmf of the proposed model as

\[
P(X=x) = \frac{(n-x-1)(n-x-2)\cdots(n-x)n}{x!} \frac{\alpha(\alpha+1)(\alpha+x-1)\gamma(\gamma+1)\cdots(\gamma+n-1)}{(\alpha+\gamma)(\alpha+\gamma+1)\cdots(\alpha+\gamma+n+x-1)}
\]

Taking limit \( \gamma \to \infty \) such that \( \alpha \gamma = \lambda \), the equation above gives

\[
P(X=x) \xrightarrow{\gamma \to \infty} \left(1+\frac{x}{n}\right)^{n-1} \left(\frac{x-1}{n}\right)^{n-2} \cdots \left(1+\frac{1}{n}\right) \frac{(n\lambda)^x}{x!(1+\lambda)^{n+x}}
\]

Substituting \( \lambda = \frac{\theta}{n} \) and taking limit \( n \to \infty \), the equation above reduces to the Poisson distribution with parameter \( \theta \).
Theorem 4.2. Let $X$ be a negative Polya-Eggenberger variate with parameters $(n, \alpha, \gamma)$. Show that zero-truncated negative Polya-Eggenberger distribution tends to logarithmic series distribution.

Proof: The pmf of the Zero-truncated negative Polya-Eggenberger distribution is

$$P(X = x) = \binom{n+x-1}{x} \frac{\alpha^x \gamma^x}{(\alpha + \gamma)^{n+x}} \left(\frac{\alpha}{\alpha + \gamma}\right)^x, \quad x = 1,2, \ldots$$

Substituting $\alpha \gamma^{-1} = \lambda$ and proceeding to limit $\gamma \to \infty$, we get

$$P(X = x) \approx \frac{n \Gamma(n + x)}{\Gamma(n + 1) \Gamma(x + 1)} \frac{\lambda^x}{1 - (1 + \lambda)^{-n}}$$

Taking $\frac{\lambda}{1 + \lambda} = t$ in the equation above, we get

$$P(X = x) = \frac{n \Gamma(n + x)}{\Gamma(n + 1) \Gamma(x + 1)} \frac{t^x(1-t)^n}{1 - (1-t)^n}$$

Proceeding to the limit $n \to 0$, the equation above reduces to the logarithmic series distribution.

5. ESTIMATION

5.1. MOMENT METHOD:

Let $m'_1, m'_2, m'_3$ be the sample moments about origin and $\mu'_1, \mu'_2, \mu'_3$ be the population moments about origin of the proposed model. The method of moments consists in comparing the sample moments with the population moments of the proposed model, that is,

$$\bar{x} = \frac{n \alpha}{(\gamma - 1)} \quad \text{(5.1)}$$

$$s^2 + \bar{x}^2 = \frac{n \alpha}{(\gamma - 1)} + \frac{n(n + 1) \alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)}, \quad \text{sample variance} = s^2 = m'_2 - \bar{x}^2 \quad \text{(5.2)}$$

Using (5.1) in (5.2), we get

$$\frac{1}{l'_1(\gamma - 2) - \bar{x}^2(\gamma - 1)} = n + \alpha + 1, \quad l'_1 = s^2 + \bar{x}^2 - \bar{x} \quad \text{(5.3)}$$

By comparing the third sample moment with its corresponding population moment, we get

$$m'_3 = \frac{n \alpha}{(\gamma - 1)} + \frac{3n(n + 1) \alpha(\alpha + 1)}{(\gamma - 1)(\gamma - 2)} + \frac{n(n + 1)(n + 2) \alpha(\alpha + 1)(\alpha + 2)}{(\gamma - 1)(\gamma - 2)(\gamma - 3)} \quad \text{(5.4)}$$

The equation (5.4) together with (5.1) and (5.2) gives

$$\frac{(\gamma - 3)(m'_3 - \bar{x}^2 - 3l'_1)}{l'_1} = n + \alpha + 3 \quad \text{(5.5)}$$

Eliminating $n$ and $\alpha$ between (5.3) and (5.5), we get the estimate of $\gamma$ as
\[
\hat{\gamma} = \frac{\overline{x}(3m_1^2-7l_1\gamma)-4l_1^2+\overline{x}'(l_1-3)}{\overline{x}(m_1^2-3l_1\gamma)-2l_1^2+\overline{x}'(l_1-1)}
\]

Substituting the value of \( n \) from (5.3) into (5.1), we get a quadratic equation in \( \alpha \) as
\[
\alpha^2\overline{x}-\alpha[l_1(\hat{\gamma}-2)\overline{x}'(\hat{\gamma}-1)-\overline{x}^2(\hat{\gamma}-1)] = 0
\]
Which can be solved for \( \alpha \). After estimating \( \alpha \), the value of \( n \) can be obtained either from (5.5) or (5.1).

5.2. USING MEAN AND FIRST THREE CELL FREQUENCIES:

Equating the first three probabilities of the proposed model with their corresponding relative frequencies \( \frac{f_0}{N}, \frac{f_1}{N}, \frac{f_2}{N} \), we get
\[
\frac{\gamma^{[n]}_1}{(\alpha+\gamma)^{[n]}_1} = \frac{f_0}{N} \tag{5.6}
\]
\[
\frac{n\alpha\gamma^{[n]}_1}{(\alpha+\gamma)^{[n+1]}_1} = \frac{f_1}{N} \tag{5.7}
\]
\[
\frac{n(n+1)\alpha(\alpha+1)\gamma^{[n]}_1}{2(\alpha+\gamma)^{[n+2]}_1} = \frac{f_2}{N} \tag{5.8}
\]
Dividing (5.6) by (5.7) and then using (5.1) in the resulting equation, we get
\[
\gamma = \frac{f_1-xf_0}{xf_0} \tag{5.9}
\]
Where \( \alpha + \gamma + n = t \) \tag{5.10}
Using (5.1) and (5.10) in the equation obtained by dividing (5.8) with (5.7), we get
\[
\gamma = \frac{2(t+1)\alpha(\hat{\gamma}-\hat{\alpha})f_1}{(\hat{x}-1)f_0} \tag{5.11}
\]
Eliminating \( \gamma \) between (5.9) and (5.11), we get the estimate of \( t \) as
\[
\hat{t} = \frac{2xf_0f_2}{f_1f_0(\hat{x}-1)-2xf_0f_2+xf_0f_1}
\]
The equation (5.9) together with the result obtained above gives the estimate of \( \gamma \) as
\[
\hat{\gamma} = \frac{f_1f_0+2xf_0}{xf_0}
\]
Substituting the value of \( n \) from (5.10) into (5.1), we get a quadratic equation in \( \alpha \) as
\[
\alpha^2 - \alpha(\hat{\gamma}-\hat{t}) + \overline{x}(\hat{\gamma}-1) = 0
\]
Which can be used to estimate \( \alpha \). The estimate of \( n \) can be obtained from (5.10) or (5.1).

5.3. MAXIMUM LIKELIHOOD METHOD:
The log likelihood function of the proposed model is given by
\[
\log L = N\log(\gamma^{[x]}) - \log(\alpha + \gamma^{[x]}) + \sum f_x \log(n^{[x]}) \\
+ \sum f_x \log(\alpha^{[x]}) - \sum f_x \log(\alpha + \gamma + n^{[x]}) - \sum f_x \log(x!)
\]
Where \( f_x \) is the observed frequency for the variate value \( x \) and \( N = \sum f_x \).

The method of maximum likelihood method of estimation gives the three likelihood equations for three unknown parameters as

1) \( \frac{\partial \log L}{\partial \alpha} = 0 = \sum f_x \sum_{k=0}^{n^{[x]-1}} \frac{1}{\alpha + k} - \sum f_x \sum_{k=0}^{n^{[x]-1}} \frac{1}{\alpha + k} \\
2) \frac{\partial \log L}{\partial \gamma} = 0 = N \sum f_x \frac{\partial \log(\gamma^{[x]})}{\partial n} - N \frac{\partial \log(\alpha + \gamma^{[x]})}{\partial n} \\
+ \sum f_x \frac{\partial \log(n^{[x]})}{\partial n} - \sum f_x \frac{\partial \log(\alpha + \gamma + n^{[x]})}{\partial n}

Converting the likelihood equation above in terms of gamma functions, we get
\[
N \frac{\partial \log \Gamma(\gamma + n)}{\partial n} - N \frac{\partial \log \Gamma(\alpha + \gamma + n)}{\partial n} + \sum f_x \frac{\partial \log \Gamma(n + x)}{\partial n} - \sum f_x \frac{\partial \log \Gamma(n)}{\partial n} \\
+ \sum f_x \frac{\partial \log \Gamma(\alpha + \gamma + n + x)}{\partial n} - \sum f_x \frac{\partial \log \Gamma(\alpha + \gamma + n)}{\partial n} = 0
\]  
(5.12)

The differentiation of the equation above is not straightforward and can be solved with the help of the following recurrence relation; (see pages 6-8 Johnson, Kotz and Kemp [16] for details)
\[
\psi(x + n) = \psi(x) + \sum_{j=1}^{n} (x + j - 1)^{-1}, \quad n = 1, 2, \ldots.
\]  
(5.13)

Where \( \psi(x) = \frac{d}{dx} \{\log \Gamma(x)\} = \frac{\Gamma'(x)}{\Gamma(x)} \) is called digamma function. A good approximation for \( \psi(x) \) is
\[
\psi(x) = \log \Gamma(x) - \frac{1}{2x}
\]

The relation (5.13) together with the above result gives
\[
\psi(x + n) = \log \Gamma(x) - \frac{1}{2x} + \sum_{j=1}^{n} (x + j - 1)^{-1}, \quad n = 1, 2, \ldots.
\]  
(5.14)

By an application of (5.14), the equation (5.12) gives the third log likelihood equation as
\[
N \left[ \log \Gamma(\gamma + n) + \sum_{k=1}^{n} (n + k - 1)^{-1} \right] - 2N \left[ \log \Gamma(\alpha + \gamma + n) + \sum_{k=1}^{n} (n + k - 1)^{-1} \right] \\
+ \sum f_x \left[ \log \Gamma(n + x) + \sum_{k=1}^{n} (n + k - 1)^{-1} \right] - \text{log}(n)
\]
The three likelihood equations are not simple to provide direct solution, however, different iterative procedures such as Fisher’s scoring method, Newton-Rampson method etc. can be employed to solve these equations. We may solve the following system of equations

\[(\hat{\theta} - \theta_0) \left[ \frac{\partial^2 \log L}{\partial \theta^2} \right]_{\theta_0} = \left[ \frac{\partial \log L}{\partial \theta} \right]_{\theta_0} \]

Where \( \hat{\theta} = (n, \alpha, \gamma) \) is a parameter vector, is the ML estimate of \( \theta \) and \( \theta_0 \) is the trial value of \( \theta \) which may be first obtained by equating the theoretical frequencies with the observed frequencies.

### 6. CHI-SQUARE FITTING

In this section, we present three data sets to examine the fitting of the proposed model and comparing that with the negative binomial distribution and generalized negative binomial distribution defined by Jain and Consul [12].

As mentioned in the previous section, the maximum likelihood equations are not straightforward to provide the maximum likelihood (ML) estimates of the parameters of the proposed model and thus need some iterative procedure such as Fisher’s scoring method, Newton-Rampson method etc. for their solution. The R-soft wear provides one among such solutions. The parameters have been estimated with the help of a computer program in R-soft wear and has been shown in the bottom of the table.

### TABLE.1. Absenteeism among shift-workers in steel industry; data of Arbous and Sichel [5]

<table>
<thead>
<tr>
<th>Count</th>
<th>Observed frequency</th>
<th>Expected frequencies</th>
<th>NBD</th>
<th>Jain and Consul’s[12] GNBD</th>
<th>Proposed model NPED</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
<td>12.02</td>
<td>10.51</td>
<td>9.53</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>16</td>
<td>16.16</td>
<td>17.45</td>
<td>15.93</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>17.77</td>
<td>20.38</td>
<td>19.06</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>18.08</td>
<td>20.80</td>
<td>19.92</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>17.65</td>
<td>19.88</td>
<td>19.41</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>24</td>
<td>16.80</td>
<td>18.34</td>
<td>18.17</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>15.72</td>
<td>16.56</td>
<td>16.59</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>13</td>
<td>14.52</td>
<td>14.78</td>
<td>14.90</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>09</td>
<td>13.28</td>
<td>13.08</td>
<td>13.25</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>09</td>
<td>12.06</td>
<td>11.53</td>
<td>11.71</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>08</td>
<td>10.89</td>
<td>10.13</td>
<td>10.30</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>10</td>
<td>09.78</td>
<td>08.89</td>
<td>9.04</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>08</td>
<td>08.75</td>
<td>07.79</td>
<td>7.92</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>07</td>
<td>07.80</td>
<td>16.83</td>
<td>6.94</td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>Observed frequency</td>
<td>NBD</td>
<td>Jain and Consul’s[12] GNBD</td>
<td>Proposed model NPED</td>
<td></td>
</tr>
<tr>
<td>-------</td>
<td>-------------------</td>
<td>-----</td>
<td>-----------------------------</td>
<td>---------------------</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>206</td>
<td>198.85</td>
<td>197.64</td>
<td>196.16</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>143</td>
<td>166.90</td>
<td>168.45</td>
<td>170.06</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>124.33</td>
<td>125.12</td>
<td>126.35</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>107</td>
<td>88.70</td>
<td>88.73</td>
<td>89.08</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>71</td>
<td>61.89</td>
<td>61.56</td>
<td>61.32</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>42.60</td>
<td>42.19</td>
<td>41.71</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>32</td>
<td>29.05</td>
<td>28.71</td>
<td>28.21</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>19.68</td>
<td>19.45</td>
<td>19.04</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>13.27</td>
<td>13.13</td>
<td>12.84</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>7</td>
<td>8.91</td>
<td>8.85</td>
<td>8.67</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>7</td>
<td>5.96</td>
<td>5.96</td>
<td>5.87</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>2</td>
<td>3.98</td>
<td>4.00</td>
<td>3.98</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>3</td>
<td>2.65</td>
<td>2.69</td>
<td>2.71</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>3</td>
<td>1.76</td>
<td>1.81</td>
<td>1.85</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>1.17</td>
<td>1.21</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>0.78</td>
<td>0.82</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>0.51</td>
<td>0.55</td>
<td>0.60</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>2</td>
<td>0.34</td>
<td>0.37</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1</td>
<td>0.22</td>
<td>0.25</td>
<td>0.29</td>
<td></td>
</tr>
</tbody>
</table>

TABLE 2. The data has been taken from Beall-Rescia [4], Table VII
### TABLE 3. Accidents to 647 women working on H.E. Shells during 5 weeks

<table>
<thead>
<tr>
<th>Count</th>
<th>Observed frequency</th>
<th>Expected frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NBD</td>
<td>Jain and Consul’s[12]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>GNBD</td>
</tr>
<tr>
<td>0</td>
<td>447</td>
<td>445.89</td>
</tr>
<tr>
<td>1</td>
<td>132</td>
<td>134.90</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>44.59</td>
</tr>
<tr>
<td>3</td>
<td>21</td>
<td>14.09</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>4.96</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2.57</td>
</tr>
<tr>
<td>TOTAL</td>
<td>647</td>
<td>647</td>
</tr>
</tbody>
</table>

From all the tables it is clear that the proposed model gives a very close fit as compared to other distributions. Thus, the proposed model provides a better alternative to explain the data than the compared distributions.
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MULTIGRID CONVERGENCE THEORY FOR FINITE ELEMENT/FINITE VOLUME METHOD FOR ELLIPTIC PROBLEMS: A SURVEY

DO Y. KWAK

Department of Mathematical Sciences, KAIST, Daejeon, South Korea
E-mail address: kdy@kaist.ac.kr

Abstract. Multigrid methods finite element/finite volume methods and their convergence properties are reviewed in a general setting. Some early theoretical results in simple finite element methods in variational setting method are given and extension to nonnested-noninherited forms are presented. Finally, the parallel theory for nonconforming element[13] and for cell centered finite difference methods [15, 23] are discussed.

1. Introduction

In this survey article, we discuss various multigrid methods finite element/finite volume methods and their convergence properties. Multigrid methods have been very active area of research since it was introduced in 1960's[19]. It is one of the most efficient algorithm for solving system of linear equations; especially for elliptic problems. In this article, we review the methods in a more general setting. Some early theoretical results in simple finite difference method are given in [2, 18, 20] and for a finite element setting Bank [1] has given a nice proof and Brandt gave an extensive experiment including nonlinear problem, eigenvalue problem, non elliptic problems and/or applications such as image processing. For other cases, we refer to [11, 4, 16, 17, 21, 23, 24]. An excellent theory for conforming finite element method is arranged in the series of paper by Bramble et. al.[5, 6, 7, 9, 8, 3]. Finally, the parallel theory for nonconforming elements[13] and for cell centered finite difference methods [15, 23] are discussed.

2. Multigrid Algorithm

We consider the following problem:

\[ Lu = f \quad \text{in} \quad \Omega \]
\[ u = 0 \quad \text{on} \quad \partial\Omega, \]

(1)

where \( \Omega \) is a polygonal domain and \( L \) is a uniformly elliptic partial differential operator given by \( Lu = -\nabla \cdot K \nabla u \) and \( f \in L^2(\Omega) \). To discretize it we assume we have a sequence of finite
dimensional space $M_k$, $k = 1, \ldots, J$ with the equipped inner product $(\cdot, \cdot)_k$ which may or may not be a subspace of $H^1_0(\Omega)$. As a result, we obtain the following algebraic equation:

$$A_k x_k = f_k.$$  \hfill (2)

We introduce a discrete Galerkin form

$$(A_k x_k, v) = (f_k, v)_k, \quad v \in M_k. \hfill (3)$$

To accomplish the philosophy of multigrid idea, we also assume prolongation operator $I_k : M_{k-1} \to M_k$ is given and its adjoint $P^0_{k-1}$ is defined by

$$(P^0_{k-1} x_k, \phi)_{k-1} = (x_k, I_k \phi)_k, \quad x_k \in M_k, \phi \in M_{k-1}. \hfill (4)$$

For each level, we need to relax the residual by a smoother $R_k : M_k \to M_k$, for $k = 2, \ldots, J$. We take $R_1 = A_1^{-1}$ and we only consider the case $R_k$ is symmetric; for nonsymmetric case, see [7].

**MULTIGRID ALGORITHM.**

Let $y_k$ be an approximation to the solution of $A_k x_k = f_k$, we first define $B_1(y_1, f_1) = A_1^{-1} f_1$. For $k > 1$ define $B_k(y_k, f_k)$ recursively

1. Set $x^0_k = 0, q^0 = 0$.
2. $x^{\ell-1}_k = x^{\ell-1}_k + R_k(f_k - A_k x^{\ell-1}_k), \quad \ell = 1, 2, \ldots, m$.
3. $x^{m+1}_k = x^m_k + I_k q^p, \quad p = 1, 2$ where
   $$q^p = q^{p-1} + B_{k-1} (0, P^0_{k-1} [ f_k - A_k x^m_k - A_k q^{p-1} ] ).$$
4. $x^{\ell}_k = x^{\ell-1}_k + R_k(f_k - A_k x^{\ell-1}_k), \quad \ell = m+2, \ldots, 2m+1$
5. Set $B_k(y_k, f_k) = x^{2m+1}_k$.

When $p = 1$ it is a $V$–cycle, and when $p = 2$ it is a $W$–cycle. Then it is easy to see that

$$q^p = (I - I_k(I - B_{k-1} A_{k-1})^p) A_{k-1}^{-1} P^0_{k-1} A_k (x_k - x^m_k). \hfill (5)$$

We shall derive a recurrence relation for $I - B_k A_k$. Let $K_k = I - R_k A_k$. First letting $P_{k-1} = A_{k-1}^{-1} P^0_{k-1} A_k$, we have

$$x_k - x^{m+1}_k = x_k - x^m_k - q^p$$

$$= (I - I_k B_{k-1} A_{k-1})^p A_{k-1}^{-1} P^0_{k-1} A_k (x_k - x^m_k)$$

$$= (I - I_k B_{k-1} A_{k-1})^p P_{k-1} K^m_k x_k$$

on $M_k$. Then

$$x_k - x^{2m+1}_k = K^m_k (x - x^{m+1}_k) = K^m_k (I - I_k B_{k-1} A_{k-1})^p P_{k-1} K^m_k x_k$$

$$= K^m_k [ I - I_k P_{k-1} + I_k (I - B_{k-1} A_{k-1})^p ] P_{k-1} K^m_k x_k$$

so that

$$I - B_k A_k = K^m_k [ I - I_k P_{k-1} + I_k (I - B_{k-1} A_{k-1})^p ] P_{k-1} K^m_k. \hfill$$
3. CONVERGENCE THEORY FOR THE CONFORMING FINITE ELEMENT METHOD

In this section, we assume the space $M_k$ consists of continuous functions which are piecewise linear on each element (triangles or rectangles) where each element in $\tau_k$ is divided by connecting mid point of its side to produce elements in $\tau_{k+1}$ so that all the spaces $M_k$ are nested. Hence the transfer operator $I_k$ is the natural injection operator. Also, let

$$a(u, v) = \int_\Omega K \nabla u \cdot \nabla v \, dx = (f, v), \quad v \in H^1_0(\Omega)$$

be the usual variational formulation. Obviously the following is satisfied:

**(A.0):**

$$A(I_k I_k u, I_k u) = A(I_k^{-1} u, u), \quad u \in M_{k-1}.$$

The convergence proof in this case is based on the following assumptions.

**(A.1):** There exists some $0 < \alpha \leq 1$ such that

$$A((I - P_{k-1})u, u) \leq C^2_\alpha \left( \frac{\|A_k u\|_2^2}{\lambda_k} \right)^\alpha A(u, u)^{1-\alpha} \text{ for all } u \in M_k,$$

**(A.2):**

$$\frac{\|u\|_2^2}{\lambda_k} \leq C_R(R_k u, u)\text{, for all } u \in M_k,$$

where $\lambda_k$ is the largest eigenvalue of $A_k$. The following result is in [5].

**Theorem 3.1.** Let $p = 1$ and $m = constant$. Then

$$A((I - B^p_k A_k)u, u) \leq \delta_k A(u, u),$$

with $\delta_k = \frac{C_{a,k}}{C_{a,k} + m^\alpha}$.

This result can be improved if we use a product form of multigrid algorithm: We first consider presmoothing only with $p = 1$. Then

$$(I - B^p_k A_k) = [(I - P_{k-1}) + (I - B^m_{k-1} A_{k-1}) P_{k-1}] K^m_k \text{ on } M_k.$$  

For the improvement of result, we derive a recursive relation: Let $T_k = (I - K^m_k) P_k$. Then we have

$$I - B^p_k A_k P_k = [I - B^p_{k-1} A_{k-1} P_{k-1}] (I - T_k).$$

The corresponding relation for symmetric smoother (with postsmoothing also) is given by

$$(I - B^p_k A_k) = K^m_k [(I - P_{k-1}) + (I - B^m_{k-1} A_{k-1}) P_{k-1}] K^m_k \text{ on } M_k$$

so that

$$(I - B^p_\lambda A_j) = (I - B^p_\lambda A_j)^*(I - B^p_\lambda A_j). \quad (6)$$

Then we have the following result.

**Theorem 3.2.** [8] The V-cycle converges with $\delta_j = 1 - \frac{1}{C_{j}}$, with no regularity assumptions other than $H^1$. 


Proof. For the proof, we use
\[(I - B_n^T A_J) = (I - T_J) \cdots (I - T_0)\]
\[E_k = (I - T_k)E_{k-1}, \ E_J = (I - B_J A_J)\]
and the following assumptions:

(A.3): There exists \(Q_k : M_J \to M_k\) such that
\[\| (Q_k - Q_{k-1} u) \|_k^2 \leq C_1 \lambda_k^{-1} A((u, u), \ k = 1, \cdots, J\]
(A.4): \(A(Q_k u, Q_k u) \leq C_2 A(u, u)_k, \ k = 1, \cdots, J\).

With a more ingenuous analysis shows the convergence can be further improved where the convergence rate is independent of the number of levels:

**Theorem 3.3.** [3] Let \(u \in H^{1+\alpha}(\Omega)\) with \(\alpha > 0\). Then the V-cycle with one smoothing converges with \(\delta_J = 1 - \frac{1}{C}\).

4. NONNESTED SPACE OR NONINHERITED FORMS.

In the case of nonconforming finite element where \(M_k \not\subset H^1_0(\Omega)\) or finite difference methods we usually do not have ‘variational equality’. i.e, the following
\[A_k(I_k u, I_k v) = A_{k-1}(u, v), \ u, v \in M_{k-1}\]
do not hold. This also happens when treating curved boundaries with straight edged element. The recurrence relation becomes
\[I - B_k A_k = K^m_k [(I - I_k P_{k-1}) + I_k(I - B_{k-1} A_{k-1})^p P_{k-1}] K^m_k.\]

Now the condition (A.0), (A.1) have to be replaced by

(B.0): \(A_k(I_k u, I_k u) \leq C_* A_{k-1}(u, u), \ u \in M_{k-1}\).
(B.1): \(A((I - I_k P_{k-1}) u, u) \leq C_2^\alpha \left(\frac{\|A_k u\|_k^2}{\lambda_k}\right) A(u, u)^{1-\alpha}, \ u \in M_k\).

The typical finite difference method applied to the Laplace operator with linear or bilinear element give rise to a bilinear form which satisfy (B.0) with \(C_* = 1\). In this case, we have V-cycle result.

**Theorem 4.1.** If \(C_* \leq 1\), then the multigrid V-cycle algorithm converges with \(\delta_k = \frac{C(\alpha, k)}{C(\alpha, k) + m^\alpha}\).

W-cycle result
For general elliptic problem, however, FDM does not yields \(C_* = 1\). In most cases \(C_*\) is strictly greater than 1. The same is true for nonconforming finite element. For these cases, we need to use \(p = 2\).
Theorem 4.2. Assume (B.0) and (B.1) hold and \( p = 2 \). Then if \( m \) is sufficiently large we have
\[
\delta_k = \frac{C}{C + m(k)}.
\]
If in addition,
\[
A_k(I_k u, I_k u) \leq 2A_{k-1}(u, u)
\]
holds then the W-cycle algorithm converge with the same \( \delta \) with \( m = 1 \).

Nonconforming Elements. For various nonconforming elements even \( C_\ast \leq 2 \) do not holds generally. Thus, we investigate specific case in detail. Let \( V_k, k = 1, \cdots, J \) denote the nonconforming finite element spaces. The variational for usually satisfies
\[
a_k(I_k v, I_k v) \leq C_a a_{k-1}(v, v), \quad \forall v \in V_{k-1},
\]
for some constant \( C \). For triangular nonconforming element, it is known that \( C_\ast > 2 \). Hence \( W \)-cycle with large \( m \) only converges. However, for rectangular case, we have convergence for \( m = 1 \).

Theorem 4.3. [12] The following estimate holds
\[
a_k(I_k v, I_k v) \leq 2a_{k-1}(v, v), \quad \forall v \in V_{k-1}
\]
and thus the W-cycle converges with \( m = 1 \).

Cell Centered Method. Similar framework can be used to prove convergence of multigrid applied to the cell centered finite difference. First consider the following model problem:
\[
-\nabla \cdot p \nabla \tilde{u} = f \text{ in } \Omega,
\]
\[
\tilde{u} = 0 \text{ on } \partial \Omega.
\]
Integrating by parts on each cell, we obtain
\[
-\int_{\partial E_{ij}^k} p \frac{\partial \tilde{u}}{\partial n} ds = \int_{E_{ij}^k} f dx
\]
for \( i, j = 1, \ldots, n \). We approximate (10) by
\[
p \frac{\partial \tilde{u}}{\partial n} \approx p_{i,j+1/2} \frac{u_{i,j+1} - u_{i,j}}{h}
\]
to obtain a system of linear equation of the form
\[
\bar{A}_k \bar{u} = \bar{f},
\]
whose multgrid method was first considered in [4]. However, they used a natural operator whose \( V \)-convergence is very slow. In fact, they show
\[
A(I_k^p v, I_k^p v) = 2A(v, v)
\]
and, hence, only $W$-cycle works. However, we can design a new prolongation operator and improve the energy norm. Define a weighted prolongation operator $\mathcal{P}_{k-1}^k$ as follows:

\[
(\mathcal{P}_{k-1}^k v)_{I,J} = \frac{1}{4}(2v_{i,j} + v_{i,j+1} + v_{i+1,j}),
\]

\[
(\mathcal{P}_{k-1}^k v)_{I,J-1} = \frac{1}{4}(2v_{i,j} + v_{i+1,j} + v_{i,j-1}),
\]

\[
(\mathcal{P}_{k-1}^k v)_{I,J-1} = \frac{1}{4}(2v_{i,j} + v_{i-1,j} + v_{i,j-1}).
\]

We can now prove the following crucial energy norm estimate.

**Proposition 1.** For all $v \in V_{k-1}$, we have

\[
A_k(\mathcal{P}_{k-1}^k v, \mathcal{P}_{k-1}^k v) \leq C(p)A_{k-1}(v, v),
\]

where $C(p) = 1$ if the coefficient $p$ is constant and $C(p) = 1 + O(h_k)$ if $p$ is a general Lipschitz continuous function.

**Lemma 4.1.** Regularity and approximation property holds for $\alpha = \frac{1}{2}$.

With these preparations, we prove the following: [15]

**Theorem 4.4.** With $E_k = I - B_k A_k$, we have the following: If $p$ is constant, then $V$-cycle converges and we have

\[
0 \leq A_k(E_k u, u) \leq \delta_k A_k(u, u) \quad \forall u \in V_k
\]

where $\delta_k = \frac{C_k}{C_k + \sqrt{n}}$.

**Triangular case.** Similar idea can be used to design the prolongation operator for triangular element: Observe

\[
A_{k-1}(v, v) = \theta \sum_{i \neq j} (v_i - v_j)^2,
\]

where the sum is taken for all pairs of adjacent triangles $i$ and $j$. Let $u = I_k^l v$. Then

\[
A_k(u, u) = \theta \sum_{I \neq J} (u_I - u_J)^2.
\]

If we define $I_k$ to be certain average, it can be shown that

\[
A_k(I_k^l v, I_k^l v) = 2\theta \sum_{i \neq j} (v_i - v_j)^2.
\]

We find that the result does not change even if we change the weight as long as the sum of coefficients is 1. For details, see [25].
5. SOME $V-$CYCLE THEORY FOR THE NONCONFORMING CASE

The $V-$cycle convergence with the nonconforming element has been computationally observed but the proof seemed to be an open problem for a while. It was partially resolved by Chen and later Chen and Kwak\[13\] with no regularity assumption.

The obstacle of the convergence proof is that we have $C^*_s > 1$ in (7). The idea is to judiciously introduce a new bilinear form so that (7) holds with $C^*_s = 1$.

Given finite element spaces $V_0, V_1, \ldots, V_J$,

and coarse-to-fine grid operators $I_k : V_{k-1} \to V_k$ for $k = 1, \ldots, J$.

Assume a quadratic forms $a_J(\cdot, \cdot)$ on $V_J \times V_J$ and define the iterates $H^J_k = I_J \cdots I_{k+1} : V_k \to V_J$, of $I_k$ and their adjoint $\Lambda^J_k$ by

$$H^J_k = I_J \cdots I_{k+1} : V_k \to V_J, \quad k = 0, \ldots, J-1,$$

$$a_k(\Lambda^J_k v, w) = a_J(v, H^J_k w), \quad k = 0, \ldots, J.$$  \hspace{1cm} (16)  

Using $a_J$ form, we define new quadratic forms $b_k(\cdot, \cdot)$ on $V_k \times V_k$ by

$$b_k(v, w) = a_J(H^J_k v, H^J_k w), \quad \forall v, w \in V_k, \quad k = 0, \ldots, J.$$ \hspace{1cm} (17)

If we let

$$(A_k v, w)_k = b_k(v, w), \quad \forall w \in V_k, \quad k = 0, \ldots, J,$$

then we have

$$(A_k I_k v, I_k v)_k = b_k(I_k v, I_k v) = a_J(H^J_k I_k v, H^J_k I_k v) = a_J(H^J_{k-1} I_k v, H^J_{k-1} I_k v) = b_{k-1}(v, v) = (A_{k-1} v, v).$$

**Theorem 5.1** (Chen 96). With certain regularity $V$-cycle MG for nonconforming element converges with $\delta_k = \frac{C^*_s}{\epsilon_{\alpha} + m \alpha}$.

Sketch of proof: We define the operators $P_k : V_k \to V_{k-1}$ and $P^0_{k-1} : V_k \to V_{k-1}$ by

$$b_{k-1}(P_{k-1} v, w) = b_k(v, I_k w), \quad \forall w \in V_{k-1}, \quad k = 1, \ldots, J,$$

and

$$(P^0_{k-1} v, w)_{k-1} = (v, I_k w)_k, \quad \forall w \in V_{k-1}, \quad k = 1, \ldots, J.$$  \hspace{1cm} (18)

As usual, we need ”approx. Regularity” for $b_k(\cdot, \cdot)$ form:

$$|(A_k(I - I_k P_{k-1}) v, v)|_k \leq C h_k \|A_k v\|_k \|v\|_{1,k}$$

For a proof, we need properties of $a(P_{k-1} v, w) = b_k(v, I_k w)$ and the following lemma.
Lemma 5.1.
\[ C_1 \|v\|_{\Lambda,k} \leq \|v\|_{1,k} \leq C_2 \|v\|_{\Lambda,k} \]
\[ \|A_k^J v\|_{\Lambda,k} \leq C \|v\|_{\Lambda,k} \]
\[ \|v - H_k^J v\| \leq C h_k \|v\|_{\Lambda,k}. \]

This result works for smooth problems. The case of rough coefficients with only one smoothing is provided below.

Theorem 5.2 (Chen, Kwak 96). *(No regularity)* For problems with large jump coefficients, V-cycle multigrid with one smoothing converges with \( \delta = 1 - \frac{1}{C_J}. \)

For the proof, we have to resort to the product algorithm introduced in section 3. For that purpose we need several new operators. First define \( \Pi^k_J : V_J \rightarrow V_k \) by
\[ b_k(\Pi^k_J v, w) = b_J(v, H^J_k w), v \in V_J, w \in V_k. \]

Then the following properties hold.

Lemma 5.2. It holds that
\[ P^0_{k-1} A_k = A_{k-1} P_{k-1}, \quad P_{k-1} I_k = I \quad \text{on} \ V_{k-1}. \]  

Lemma 5.3. We have
\[ \Pi^{k-1}_J = P_{k-1} \Pi^k_J, \]
\[ \Pi^k_J = P_k P_{k+1} \ldots P_{J-1}; \]
\[ \Pi^k_J H^J_k = I \quad \text{on} \ V_k. \]

With the iterated transfer operators \( H^J_k \) and \( \Pi^k_J \) let \( S^J = H^J_k (I - J^m(k)) \Pi^k_J. \) Then we have
\[ I - H^J_k B^0_k A_k \Pi^k_J = (I - H^J_k B^0_k A_{k-1} \Pi^k_J - 1)(I - S^k). \]

Therefore, by induction we obtain
\[ I - B^0_J A_J = (I - S^0) \ldots (I - S^J). \]

Denote the norm induced by the \( a_k \) form by \( \| \cdot \|_{\Lambda,k}. \) It has been shown [12] that the norms \( \| \cdot \|_{\Lambda,k} \) and \( \| \cdot \|_{1,k} \) are equivalent:
\[ C_5 \|v\|_{\Lambda,k} \leq \|v\|_{1,k} \leq C_6 \|v\|_{\Lambda,k}, \quad \forall v \in V_k, \ k = 0, \ldots, J, \]  

with \( C_5 \) and \( C_6 \) independent of \( k. \) Assume the existence of \( Q^k_J : V_J \rightarrow V_k \) such that \( Q^k_J H^J_k v = v \) and
\[ \|Q^k_J v\|_{1,k} \leq C \|v\|_{1,J}. \]

Later, \( Q^k_J \) will be given as a product of certain projection operators \( T_k. \)
Lemma 5.4. There exist constants \( C \) independent of \( k \) such that
\[
\| Q_k^J v \|_{E,k} \leq C \| v \|_{E,J}, \quad \forall v \in V_J, \quad (22)
\]
\[
\| T_{k-1} v \|_{E,k-1} \leq C \| v \|_{E,k}, \quad \forall v \in V_k, \quad (23)
\]

Now we apply product form of multigrid algorithm: For that purpose, we need to verify two conditions:
\[
\| (Q_J^k - I_k Q_J^{k-1}) v \|_k^2 \leq C_1 \lambda_k^{-1} b_J(v,v), \quad k = 1, \ldots, J, \quad (24)
\]
\[
b_k (Q_J^k v, Q_J^k v) \leq C_2 b_J(v,v), \quad k = 0, \ldots, J - 1. \quad (25)
\]

(25) follows from (22); To prove (24), observe that
\[
Q_J^k - I_k Q_J^{k-1} = (I - I_k T_{k-1}) Q_J^k.
\]

By approximation properties of \( I_k \) and \( T_{k-1} \)
\[
\| (Q_J^k - I_k Q_J^{k-1}) v \|_k = \| (I - I_k T_{k-1}) Q_J^k v \| \\
\leq C (\| (I - T_{k-1}) Q_J^k v \| + \| (I - I_k) T_{k-1} Q_J^k v \|) \\
\leq C h_k \| v \|_{E,J}, \quad v \in V_J.
\]
This, together with (21), implies the assumption (24). With these preparations, we can prove the result using similar frame in section 3.

Remark 5.1. Similar result holds for nonsymmetric problem[14].

Properties of transfer operator. First we consider triangular nonconforming element. We consider two sets of intergrid transfer operators \( I_k : V_{k-1} \rightarrow V_k \) and \( T_{k-1} : V_k \rightarrow V_{k-1} \) as follows.
\[
(I_k v)(q) = \begin{cases} 
0 & \text{if } q \in \Gamma, \\
v(q) & \text{if } q \notin \partial E \text{ for any } E \in \mathcal{E}_{k-1}, \\
\frac{1}{2} \{v|_{E_1}(q) + v|_{E_2}(q)\} & \text{if } q \in \partial E_1 \cap \partial E_2.
\end{cases}
\]

If \( v \in V_k \) and \( q \) is the midpoint of an edge \( e \) of a triangle in \( \mathcal{E}_{k-1} \), following [12], we define \( T_{k-1} v \in V_{k-1} \) by
\[
(T_{k-1} v)(q) = \frac{1}{2} (v(q_1) + v(q_2)),
\]
where \( q_1 \) and \( q_2 \) are the respective midpoints of the edges \( e_1 \) and \( e_2 \) in \( \mathcal{E}_k \), which form the edge \( e \) in \( \mathcal{E}_{k-1} \). Note that the definition of \( T_{k-1} \) automatically preserves the zero nodal values on boundary edges. Also, it can be seen that
\[
T_{k-1} I_k v = v, \quad v \in V_{k-1}, \quad k = 1, \ldots, J. \quad (26)
\]
As in [12], the iterated intergrid transfer operators
\[
H_k^I = I_J \cdots I_{k+1} : V_k \rightarrow V_J, \quad k = 0, \ldots, J - 1, \quad (27)
\]
\[
Q_k^J = T_k \cdots T_{J-1} : V_J \rightarrow V_k, \quad k = 0, \ldots, J. \quad (28)
\]
satisfies
\[ Q^k J H^I_k v = v, \quad v \in V_k. \]

Similar result holds in the case of the \( Q_1 \)-nonconforming element.

**Remark 5.2.** Finally, one can consider a perturbed problem. Perturbation comes from a variety of sources: Non symmetric term, numerical integration, finite difference methods, treating curved boundaries, nonconforming element, etc. These cases can be handled almost universally by introducing certain perturbed bilinear form and estimating the energy norm appropriately and \( W- \) cycle can be shown to converge if the unperturbed problem converge. See [22] for details.
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ABSTRACT. We present a new version of the first return time test for pseudorandomness. Let $R_n$ be the first return time of initial $n$-block with overlapping. An algorithm to calculate the probability distribution of the first return time $R_n$ for each starting block is presented and used to test pseudorandom number generators. The standard Z-test for $\log R_n$ is applied to test the pseudorandom number generators.

1. INTRODUCTION

We introduce a new version of testing pseudorandom number generators (PRNGs) based on the first return time of the initial $n$-block for some fixed length $n$ in a randomly generated binary sequence. The first return time is closely related to entropy, which plays a key role in the information theory. Entropy is defined as the limit of $-\frac{1}{n} \sum p_i \log p_i$ as $n$ goes to infinity where the $p_i$'s are the possibility of each block of length $n$ appears in the source. Entropy measures the amount of randomness and the maximum compression rate.

For each binary sequence $x = (x_1, x_2, \ldots)$, define the first return time (recurrence time) by

$$R_n(x) = \min\{j \geq 1 : x_1 \ldots x_n = x_{j+1} \ldots x_{j+n}\},$$

To study the data compression algorithm like the Lempel-Ziv code[19], Wyner and Ziv showed that $\frac{1}{n} \log R_n(x)$ converges to entropy in measure[16]. Since then there have been many works on the relation between entropy and the first return time (e.g. [7], [8], [11], [18]).

Define the waiting time by

$$W_n(x, y) = W_n(x^n, y) = \min\{j \geq 1 : x_1 \ldots x_n = y_j \ldots y_{j+n-1}\}.$$

Wyner and Ziv showed that $\frac{1}{n} \log W_n(x, y)$ converges to entropy for Markov chains[16]. Generally $\frac{1}{n} \log W_n(x, y)$ converges to the entropy for weakly Bernoulli processes, but the convergence does not hold in general ergodic processes[15].
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Maurer [10] presented the nonoverlapping first return time algorithm in testing PRNGs, His algorithm corresponds to the nonoverlapping first return time:

$$R_n(x) = \min\{j \geq 1 : x_1 \ldots x_n = x_{j+1} \ldots x_{j+n}\}.$$ 

Put \(v(r) = r \sum_{i=1}^{\infty} (1 - r)^{i-1} \log_2 i\), and \(w(r) = r \sum_{i=1}^{\infty} (1 - r)^{i-1} (\log_2 i)^2\). Since \(\Pr(B) = 2^{-n}\), \(E[\log R_n] = v(2^{-n})\) and \(E[(\log_2 R_n)^2] = w(2^{-n})\). Then

$$\lim_{r \to 0^+} [v(r) + \log r] = -\gamma/\ln 2 = -0.832 \ldots \equiv C,$$

where \(\gamma = \lim_{n \to \infty} (\sum_{i=1}^{n} (1/i) - \ln n)\) is Euler’s constant. Similarly,

$$\lim_{r \to 0^+} [w(r) - (\log r)^2 + 2C \log r] = 4.11 \ldots \equiv D.$$

So the expectation of \(\log R_n\) is \(n + C\) and the variation is \(D - C^2\). See [2] and [4] for related results.

An overlapping algorithm of the first return time test of randomness is considered by Choe and the author[3]. They studied the return time which does not allows the overlapping between the initial block and the first recurrent block:

$$R'_n(x) \equiv \min\{j \geq n : x_1 \ldots x_n = x_{j+1} \ldots x_{j+n}\}.$$ 

Though the nonoverlapping algorithm is relatively easier to analyze, but overlapping method is more natural and efficient since nonoverlapping algorithm requires \(n\) times more sample random digits to be applied. The first return time test using \(R'_n(x)\) can be regards as the waiting time test of \(W_n(x_1^n, x_{n+1}^\infty)\). In this article we consider the first return time \(R_n(x)\) for testing pseudorandomness. Kac’s lemma[5] which states that \(E[R_n|x_1 \ldots x_n = B] = 1/\Pr(B)\) and the convergence of \(\log R_n/n\) to entropy make \(R_n\) be more natural to consider than \(W_n\) for the randomness test though the methods in this article are not very different from that of using \(R'_n\) in [3]. For a related result of testing PRNGs using the first return time on the cyclic group, see [6].

In Section 2 we develop a formula for computing \(\Pr(R_n = i|x_1 \ldots x_n = B)\) exactly. First, we classify blocks with the same distribution of \(R_n\). Next, we use two sequences \(r_k(B)\) and \(s_k(B)\) which have the information on the probability distribution of \(R_n\) for \(x_1 \ldots x_n = B\) and find the recurrence relation among them to compute \(\Pr(R_n = i|x_1 \ldots x_n = B)\) for each \(i\). In Section 3 we apply the standard \(Z\)-tests for \(\log R_n/n\). For each block of length 14 we compute the expectation and the standard deviation of \(\log R_n/n\) and the deviation of the experimental data from the theoretical prediction is used to test PRNG’s. Unlike the return time test in [3], we calculate the \(Z\)-values for each starting blocks, which enable us to have more sharp test result.

2. THE PROBABILITY DISTRIBUTION OF THE FIRST RETURN TIME

A block is a finite sequence of elements of alphabet \(A = \{0, 1\}\) and an \(n\)-block is a block of length \(n\). For an \(n\)-block \(B = b_1 b_2 \ldots b_n \in A^n\), we write \(B_{i:j} = b_i b_{i+1} \ldots b_j, 1 \leq i \leq j \leq n\). Throughout the paper \(A = \{0, 1\}\).
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Table 1. The Expectation of $R_n$ and $\log R_n$

<table>
<thead>
<tr>
<th>Block</th>
<th>$\Lambda(B)$</th>
<th>$\Lambda'(B)$</th>
<th>$\mathbb{E}[R_n]$</th>
<th>$\mathbb{E}[\log R_n]$</th>
<th>$\text{Var}[\log R_n]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00000000</td>
<td>1,2,3,4,5,6,7</td>
<td>1</td>
<td>256</td>
<td>4.122127</td>
<td>18.37019</td>
</tr>
<tr>
<td>00000001</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>256</td>
<td>7.299403</td>
<td>2.441935</td>
</tr>
<tr>
<td>00000010</td>
<td>7</td>
<td>7</td>
<td>256</td>
<td>7.273498</td>
<td>2.589157</td>
</tr>
<tr>
<td>00001000</td>
<td>6,7</td>
<td>6,7</td>
<td>256</td>
<td>7.219351</td>
<td>2.905512</td>
</tr>
<tr>
<td>00010000</td>
<td>5,6,7</td>
<td>5,6,7</td>
<td>256</td>
<td>7.106875</td>
<td>3.576236</td>
</tr>
<tr>
<td>00010001</td>
<td>4</td>
<td>4</td>
<td>256</td>
<td>7.055111</td>
<td>3.986235</td>
</tr>
<tr>
<td>00100001</td>
<td>5</td>
<td>5</td>
<td>256</td>
<td>7.183896</td>
<td>3.147559</td>
</tr>
<tr>
<td>00100010</td>
<td>4,7</td>
<td>4,7</td>
<td>256</td>
<td>7.031221</td>
<td>4.110117</td>
</tr>
<tr>
<td>00100100</td>
<td>3,6,7</td>
<td>3,6,7</td>
<td>256</td>
<td>6.717126</td>
<td>6.102838</td>
</tr>
<tr>
<td>01000001</td>
<td>6</td>
<td>6</td>
<td>256</td>
<td>7.244771</td>
<td>2.763759</td>
</tr>
<tr>
<td>01000010</td>
<td>5,7</td>
<td>5,7</td>
<td>256</td>
<td>7.158986</td>
<td>3.283393</td>
</tr>
<tr>
<td>01010001</td>
<td>3,6</td>
<td>3</td>
<td>256</td>
<td>6.738698</td>
<td>6.005312</td>
</tr>
<tr>
<td>01010101</td>
<td>2,4,6</td>
<td>2</td>
<td>256</td>
<td>6.015615</td>
<td>10.32028</td>
</tr>
</tbody>
</table>

Since the distribution of return time is different from block to block. We classify the blocks to each set of blocks have the same return time distribution.

**Definition 2.1.** Let $B$ be an $n$-block.

$$\overline{\Lambda}(B) = \{ m : B^n_m = B^{n-m}_1, 1 < m < n \}$$

$$\Lambda(B) = \{ m : m \in \overline{\Lambda}(B), i \nmid m \text{ for any } i \in \overline{\Lambda}(B) \}$$

Table 2 shows $\overline{\Lambda}(B)$ and $\Lambda(B)$ for some 8-blocks. For more of the definition of $\Lambda(B)$, see [3].

**Lemma 2.2** ([3], Lemma 3). Let $B$ be an $n$-block.

(i) If $\lambda \in \overline{\Lambda}(B)$ and $\lambda < m < n$, then $\lambda \in \Lambda(B)$ such that $\lambda$ divides $n$ and $m$.

(ii) If $B = B^n_{m+1}B^n_m$ for some $1 \leq m < n$, then there is $\lambda \in \Lambda(B)$ such that $\lambda$ divides $n$ and $m$.

(iii) If there is $\lambda \in \Lambda(B)$ with $\lambda \leq n/2$, then each $\lambda' \in \Lambda(B)$, $\lambda' \neq \lambda$, satisfies $\lambda' > n - \lambda$.

**Definition 2.3.** Let $B$ be an $n$-block. For each $k \geq n$ denote $\mathcal{F}(B, k)$ by the set of $k$-blocks of $\mathcal{F}(B, k) = \{ C : C^n_i = B, C^n_{i+1} \neq B \text{ for any } i \geq 1 \}$, and for $k \geq 1$ let $S(B, k)$ be the set of $k$-blocks defined by

$$S(B, k) = \{ C : (CB)^n_i = B, (CB)^{i+n}_{i+1} \neq B \text{ for any } i, 1 \leq i < k \}.$$ 

Clearly for $k \geq n$ we have $S(B, k) \subset \mathcal{F}(B, k)$. Note that

$$x^k_1 \in \mathcal{F}(B, k) \text{ if and only if } x^n_1 = B, \text{ and } R_n(x) > k - n, \quad k \geq n \quad (1)$$

$$x^k_1 \in S(B, k) \text{ and } x^{k+n}_{k+1} = B \text{ if and only if } x^n_1 = B \text{ and } R_n(x) = k, \quad k \geq 1. \quad (2)$$
The following shows the relation between \( \mathcal{F}(B, k) \) and \( \mathcal{S}(B, k) \).

**Lemma 2.4.** Let \( B \) be an \( n \)-block. (i) For \( k > n \) we have
\[
\mathcal{F}(B, k) \cup \{ C \in \mathcal{S}(B, k - n) \} = \{ C \in \mathcal{A}^k : C_1^{k-1} \in \mathcal{F}(B, k - 1) \},
\]
where the union is disjoint. (ii) For \( k \geq n \) we have
\[
\mathcal{F}(B, k) \setminus \mathcal{S}(B, k) = \bigcup_{\lambda \in \mathcal{K}(B)} \{ CB_1^\lambda : C \in \mathcal{S}(B, k - \lambda) \},
\]
where the unions are disjoint.

**Proof.** (i) By the definition of \( \mathcal{F}(B, k) \) and \( \mathcal{S}(B, k) \), it is clear that
\[
\mathcal{F}(B, k) \cup \{ C \in \mathcal{S}(B, k - n) \} \subset \{ C \in \mathcal{A}^k : C_1^{k-1} \in \mathcal{F}(B, k - 1) \}.
\]
Let \( C \) be an \( k \)-block with \( C_1^{k-1} \in \mathcal{F}(B, k - 1) \) Then either \( C_{k-n+1}^k = B \) or \( C_{k-n+1}^k \neq B \). If \( C_{k-n+1}^k = B \), then \( C_{k-n}^k \in \mathcal{S}(B, k) \) and \( C = C_{k-n}^k B \). When \( C_{k-n+1}^k \neq B \), \( C \in \mathcal{F}(B, k) \).

(ii) Take a \( k \)-block \( C \in \mathcal{F}(B, k) \setminus \mathcal{S}(B, k) \). Then for some \( s \) with \( 0 < s < n \) we have \( (CB)^{k-s+n}_k = B \) i.e., \( s \in \mathcal{K}(B) \) and \( C_{k-s+1}^k = B^s_1 \). If we put \( \lambda \) as the largest number of such \( s \)'s, then we have \( C_{1}^{k-\lambda} \in \mathcal{S}(B, k - \lambda) \). Hence we have
\[
\mathcal{F}(B, k) \setminus \mathcal{S}(B, k) \subset \bigcup_{\lambda \in \mathcal{K}(B)} \{ CB_1^\lambda : C \in \mathcal{S}(B, k - \lambda) \}.
\]
From the definition of \( \mathcal{F}(B, k) \) and \( \mathcal{S}(B, k) \), we have
\[
\mathcal{F}(B, k) \setminus \mathcal{S}(B, k) = \bigcup_{\lambda \in \mathcal{K}(B)} \{ CB_1^\lambda : C \in \mathcal{S}(B, k - \lambda) \}.
\]

Now we prove the disjointness of the union: Suppose that there exist \( \lambda, \lambda' \in \mathcal{K}(B) \), \( \lambda < \lambda' \) such that \( CB_1^\lambda = C'B_1^\lambda \) for some \( C \in \mathcal{S}(B, k - \lambda) \) and \( C' \in \mathcal{S}(B, k - \lambda') \). Then we have \( B_1^\lambda = B_1^{\lambda'} \). Note that Lemma 2.2(i) implies \( \lambda \in \mathcal{K}(B^\lambda_1) \) and \( B_1^{\lambda'} = B_1^{\lambda'} \). Hence we have
\[
B_1^{\lambda'} = B_1^{\lambda} = B_1^{\lambda'} = B_1^{\lambda' - \lambda} = B_1^{\lambda' - \lambda} = B_1^{\lambda' - \lambda} = B_1^{\lambda' - \lambda},
\]
and from Lemma 2.2(ii) we have \( \lambda_0 \in \Lambda(B) \) such that \( \lambda = \ell \lambda_0 \) and \( \lambda' = \ell' \lambda_0 \) for some positive integers \( \ell \) and \( \ell' \) with \( \ell < \ell' \). Hence we have \( C = C'B_1^\lambda \cdots B_1^\lambda C' \) and this contradicts \( C \in \mathcal{S}(B, k - \lambda) \).

**Definition 2.5.** Define \( r_k(B) \) and \( s_k(B) \) by
\[
\begin{align*}
    r_k(B) &= \Pr(x_1 \cdots x_k \in \mathcal{F}(B, k)), & k \geq n, \\
    s_k(B) &= \Pr(x_1 \cdots x_k \in \mathcal{S}(B, k)), & k \geq 1.
\end{align*}
\]
Then we have (1) implies that
\[ \Pr(x^n_1 = B, R_n(x) > k - n) = r_k(B) \] for \( k \geq n \)
and (2) yields
\[ \Pr(x^n_1 = B, R_n(x) = k) = \Pr(B)s_k(B) \] for \( k \geq 1 \).
Now we can calculate the distribution of the first return time by the following theorem, which is directly obtained by Lemma 2.4.

**Theorem 2.6.** For i.i.d. processes, if \( k > n \), we have
\[ r_k(B) = r_{k-1}(B) - \Pr(B)s_{k-n}(B). \]
For \( k \geq n \)
\[ s_k(B) = r_k(B) - \sum_{\lambda \in \Lambda(B)} \Pr(B_1^\lambda)s_{k-\lambda}(B). \]
And for initial values we have
\[ r_n(B) = \Pr(B) \] and \( s_i(B) = \begin{cases} 0 & \text{if } i < n, i \notin \Lambda(B), \\ \Pr(B_1^i) & \text{if } i \in \Lambda(B). \end{cases} \)

**Proof.** The first recurrence relation is implied (i) and The second recurrence relation is directly obtained by Lemma 2.4 (ii).

Since \( \mathcal{F}(B, n) = \{B\} \), we have \( r_n(B) = \Pr(B) \). When \( i < n \), each \( C \in \mathcal{S}(B, n) \) should satisfies that \( C = B_1^i \) and \( (CB)^n_1 = B_1^iB_1^{n-i} = B \), which implies that \( i \notin \Lambda(B) \). Therefore, if \( i < n \) and \( i \notin \Lambda(B) \), then an \( \mathcal{S}(B, i) = \emptyset \) or \( s_i = 0 \) and if \( i \in \Lambda(B) \), then \( \mathcal{S}(B, i) = \{B_1^i\} \) or \( s_i = \Pr(B_1^i) \).

For random binary sequences we have the followings:
\[ r_k(B) = r_{k-1}(B) - 2^{-n}s_{k-n}(B), \quad k > n. \]
\[ s_k(B) = r_k(B) - \sum_{\lambda \in \Lambda(B)} 2^{-\lambda}s_{k-\lambda}(B), \quad k \geq n \]
with initial values
\[ r_n(B) = 2^{-n} \] and \( s_i(B) = \begin{cases} 0 & \text{if } i < n, i \notin \Lambda(B), \\ 2^{-i} & \text{if } i \in \Lambda(B). \end{cases} \)

For \( (1/2, 1/2) \) i.i.d. processes the sequence \( \{r_k(B)\} \) is same for the blocks with the same \( \Lambda(B) \). Thus we classify all the \( n \)-blocks using \( \Lambda(B) \) and compute \( s_k \) for each block \( B \) from different classes. The computation of \( s_k(B) \) for every \( n \)-block \( B \) is necessary for the application in later sections and it is done recursively on computers.
TABLE 2. The Z-test for \( n = 14 \) and sample size = 100,000

<table>
<thead>
<tr>
<th>Generator</th>
<th>number of blocks such that ( Z &lt; -2.57 )</th>
<th>( Z &lt; -1.96 )</th>
<th>( Z &gt; 1.96 )</th>
<th>( Z &gt; 2.57 )</th>
<th>Mean</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randu</td>
<td>6667</td>
<td>6737</td>
<td>8923</td>
<td>8744</td>
<td>4.99</td>
<td>799.97</td>
</tr>
<tr>
<td>ANSI</td>
<td>2110</td>
<td>2639</td>
<td>7394</td>
<td>6024</td>
<td>1.09</td>
<td>12.16</td>
</tr>
<tr>
<td>MS</td>
<td>2163</td>
<td>2692</td>
<td>7364</td>
<td>6001</td>
<td>1.09</td>
<td>11.90</td>
</tr>
<tr>
<td>Fishman</td>
<td>23</td>
<td>206</td>
<td>201</td>
<td>28</td>
<td>-0.01</td>
<td>0.78</td>
</tr>
<tr>
<td>ICG</td>
<td>69</td>
<td>398</td>
<td>404</td>
<td>81</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Ran0</td>
<td>25</td>
<td>229</td>
<td>204</td>
<td>30</td>
<td>0.00</td>
<td>0.77</td>
</tr>
<tr>
<td>Ran1</td>
<td>31</td>
<td>243</td>
<td>242</td>
<td>27</td>
<td>0.00</td>
<td>0.79</td>
</tr>
<tr>
<td>Ran2</td>
<td>95</td>
<td>434</td>
<td>401</td>
<td>79</td>
<td>-0.01</td>
<td>1.02</td>
</tr>
<tr>
<td>Ran3</td>
<td>73</td>
<td>417</td>
<td>415</td>
<td>79</td>
<td>0.01</td>
<td>1.00</td>
</tr>
<tr>
<td>F90</td>
<td>93</td>
<td>437</td>
<td>421</td>
<td>101</td>
<td>0.01</td>
<td>1.03</td>
</tr>
</tbody>
</table>

3. TEST FOR PSEUDORANDOM NUMBER GENERATORS

We apply Z-test for \( \log R_n \) to test PRNGs given in Section 4. We calculate for each \( n \)-block \( B \) the expectations and the standard deviations for \( \log R_n \) numerically by computer using the values \( s_k(B) \) from Theorem 2.6.

First, we construct a long binary sequence \( x = (x_1 x_2 \ldots) \) by juxtaposing binary numbers of the random bits from pseudorandom number generators. Define \( L(B) \) by

\[
L(B) = \{ j : x_j \ldots x_{j+n-1} = B \}.
\]

Put

\[
L(B) = \{ \ell_1(B), \ell_2(B), \ell_3(B), \ldots \}
\]

with increasing order, i.e., \( \ell_k(B) < \ell_{k+1}(B) \) for all \( k \geq 1 \). We obtain the sample mean of \( E[\log R_n | x^n_1 = B] \) by

\[
\frac{1}{M} \sum_{i=1}^{M} \log (\ell_{i+1}(B) - \ell_i(B)),
\]

where \( M \) is the sample size.

For each \( 2^n \) blocks we compare the theoretical values and the sample mean values where the sample size for every generator is 100,000 in our experiments and \( n = 14 \). The standard Z-test for \( \log R_n \) is applied for these all \( 2^n \) blocks. We obtain the sample averages of \( \log R_n \) by observing the recurrence times of each block and we compare them with \( E[\log R_n] \) and \( \text{Var}[\log R_n] \).

Table 2 show the number of blocks such that \( Z < -2.57, Z < -1.96, Z > 1.96, \) and \( Z > 2.57 \). Note that the total number of block is \( 2^{14} = 16384 \). If the absolute value of \( Z \)-value is larger than 1.96 and 2.57, then the corresponding generator fails the test for the corresponding \( n \) with statistical confidence of 95% and 99%, respectively.
TABLE 3. The variance test for Type I blocks for $Z$-values ($n = 14$)

<table>
<thead>
<tr>
<th>Generator</th>
<th>Type I-1</th>
<th>Type I-2</th>
<th>Type I-3</th>
<th>Type I-4</th>
<th>Type I-5</th>
<th>Type I-6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fishman</td>
<td>0.66</td>
<td>0.79</td>
<td>0.97</td>
<td>0.76</td>
<td>0.67</td>
<td>0.68</td>
</tr>
<tr>
<td>ICG</td>
<td>1.22</td>
<td>0.97</td>
<td>0.91</td>
<td>0.95</td>
<td>1.16</td>
<td>0.87</td>
</tr>
<tr>
<td>Ran0</td>
<td>0.87</td>
<td>0.72</td>
<td>0.72</td>
<td>0.64</td>
<td>0.71</td>
<td>0.86</td>
</tr>
<tr>
<td>Ran1</td>
<td>0.78</td>
<td>0.93</td>
<td>0.79</td>
<td>0.78</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td>Ran2</td>
<td>1.30</td>
<td>0.90</td>
<td>1.13</td>
<td>0.96</td>
<td>1.17</td>
<td>0.84</td>
</tr>
<tr>
<td>Ran3</td>
<td>0.96</td>
<td>1.07</td>
<td>0.93</td>
<td>0.97</td>
<td>1.05</td>
<td>0.96</td>
</tr>
<tr>
<td>F90</td>
<td>0.92</td>
<td>1.14</td>
<td>0.77</td>
<td>0.99</td>
<td>1.02</td>
<td>0.90</td>
</tr>
</tbody>
</table>

TABLE 4. The variance test for Type II blocks for $Z$-values ($n = 14$)

<table>
<thead>
<tr>
<th>Generator</th>
<th>Type II-1</th>
<th>Type II-2</th>
<th>Type II-3</th>
<th>Type II-4</th>
<th>Type II-5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fishman</td>
<td>0.87</td>
<td>0.75</td>
<td>0.73</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td>ICG</td>
<td>1.04</td>
<td>1.06</td>
<td>1.00</td>
<td>0.95</td>
<td>0.84</td>
</tr>
<tr>
<td>Ran0</td>
<td>0.95</td>
<td>0.75</td>
<td>0.73</td>
<td>0.93</td>
<td>0.79</td>
</tr>
<tr>
<td>Ran1</td>
<td>0.93</td>
<td>0.83</td>
<td>0.91</td>
<td>0.95</td>
<td>0.78</td>
</tr>
<tr>
<td>Ran2</td>
<td>1.16</td>
<td>0.89</td>
<td>0.88</td>
<td>1.26</td>
<td>1.27</td>
</tr>
<tr>
<td>Ran3</td>
<td>0.91</td>
<td>0.90</td>
<td>1.02</td>
<td>0.96</td>
<td>1.16</td>
</tr>
<tr>
<td>F90</td>
<td>1.03</td>
<td>1.03</td>
<td>1.00</td>
<td>1.01</td>
<td>1.13</td>
</tr>
</tbody>
</table>

In Table 2, Mean and Variance denote the mean and variance of $Z$-values among the all $2^{14}$ blocks. For ideal generators have the mean and variance near 0 and 1 respectively. Apparently, Randu, ANSI, and MS seem to fail the test.

Since the $Z$-values among $2^n$ blocks are highly correlated, we need to reduce the correlation among the sample values. For example, the return time of 00000000000000 and 000000000000001 are highly related since there is a big chance that 000000000000001 appears right after 000000000000000. Therefore, we test the variance test on only special kind of blocks. A binary block will be regarded as an integer in binary expansion, i.e., for $B = 00000001000010_2$ we will say $B = (1000010)_{(2)} = 130$. We will take a set of blocks of the form $B ≡ a \pmod{b}$ or $B = bk + a$ for some integer $k ≥ 0$, of which blocks are not easily overlaped with each other. If two blocks $B = bk + a$ and $B' = bk' + a$ are overlaped, then we have

$$B = CB_0, \quad B' = B_0C'$$

for some $\ell$-blocks $C$ and $C'$. In this case, $2^\ell(bk + a) + m' = 2^{14}m + bk' + a$ for some $m$ and $m'$ with $0 ≤ m, m' ≤ 2^\ell - 1$. Note that $m$ and $m'$ are representation of $C$ and $C'$. Therefore we have

$$(2^\ell - 1)a + m ≡ dm' \pmod{b},$$
where \(2^{14} \equiv d \pmod{b}\). Choose \(b\) as \(2^{14} \equiv 1 \pmod{b}\). Then if \(B = CB_0\) and \(B' = B_0C'\) for some \(\ell\)-blocks \(C\) and \(C'\), then we have
\[
(2^\ell - 1)a \equiv m \pmod{b}, \quad \text{for some } 0 \leq m \leq 2^\ell - 1.
\]

(3) Then possible value of \(b\) for \(2^{14} \equiv 1 \pmod{b}\) with \(1 < b < 2^{14} - 1\) is 3, 43, 127, 129, 381 and 5461.

Choose \(b = 127\). Then for each \(a = 64, 72, 84, 106, 118, 126\) there is no \(\ell\) with \(1 \leq \ell \leq 6\) which satisfies (3). When \(b = 129\), if we pick \(a = 65, 83, 108, 120, 128\), then (3) is not satisfied for any \(\ell\) with \(1 \leq \ell \leq 6\). We say the block \(B\) is of type I-1 (respectively I-2, I-3, I-4, I-5 and I-6), if the integer obtained by the binary block is \(64 \pmod{127}\) (respectively \(72 \pmod{127}\), \(84 \pmod{127}\), \(106 \pmod{127}\) and \(118 \pmod{127}\) and \(126 \pmod{127}\)). Similarly \(B\) is of type II-1 (respectively II-2, II-3, II-4 and II-5), if the integer obtained by the binary block is \(65 \pmod{129}\) (respectively \(83 \pmod{129}\), \(108 \pmod{129}\), \(120 \pmod{129}\) and \(128 \pmod{129}\)).

The variance test of the \(Z\)-values over the blocks of each type is applied. The test results are presented in Table 3 and 4. Test I-1,2,3,4,5,6 and II-1,2,3,4,5 denote the tests on the blocks of type I-1,2,3,4,5,6 and II-1,2,3,4,5 respectively. The number of each type I-1, I-2, I-3, I-4, I-5, I-6 blocks is 129 and degree of freedom of the corresponding chi-distribution is \(n - 1 = 128\). For each type I blocks, if the sample variance is bigger than 1.26 or less than 0.77, than it fails the variance test with 5% significance level and if the sample variance is bigger than 1.35 or less than 0.71, than it fails the variance test with 1% significance level. The number of each type II-1, II-2, II-3, II-4, II-5 blocks is 127 and the degree of freedom of the chi-distribution is \(n - 1 = 126\). For each type II blocks, if the sample variance is bigger than 1.26 or less than 0.77, than it fails the variance test with 5% significance level and if the sample variance is bigger than 1.35 or less than 0.71, than it fails the variance test with 1% significance level. Tests for Randu, ANSI, and MS are skipped because they fail the previous test. In this test all generator which is made up of one linear congruential generator fail the test.

4. GENERATORS

The following is a list of PRNGs tested in Section 3. We generate binary sequences using the algorithms listed in Table 5. A linear congruential generator \(LCG(M, a, b)\) means the algorithm given by
\[
X_{n+1} \equiv aX_n + b \pmod{M}.
\]

Randu is an outdated generator developed by IBM in the sixties. ANSI and Microsoft are the generators used in C libraries by American National Standard Institute and Microsoft, respectively. For a prime \(p\), the inversive congruential generator \(ICG(p, a, b)\) is that
\[
X_{n+1} \equiv aX_n + b \pmod{p},
\]

where \(X\) is the multiplicative inverse of \(x\) modulo \(p\). The generators Ran0, Ran1, Ran2 and Ran3 are from [13]. Ran0 is the linear congruential generator by Park and Miller[12]. Ran1 is
A NEW VERSION OF FIRST RETURN TIME TEST OF PSEUDORANDOMNESS

<table>
<thead>
<tr>
<th>Name</th>
<th>Generator</th>
<th>Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randu</td>
<td>$LCG(2^{31}, 65539, 0)$</td>
<td>$2^{29}$</td>
</tr>
<tr>
<td>ANSI</td>
<td>$LCG(2^{31}, 1103515245, 12345)$</td>
<td>$2^{31}$</td>
</tr>
<tr>
<td>Microsoft</td>
<td>$LCG(2^{31}, 214013, 2531011)$</td>
<td>$2^{31}$</td>
</tr>
<tr>
<td>Fishman</td>
<td>$LCG(2^{31} - 1, 950706376, 0)$</td>
<td>$2^{31} - 2$</td>
</tr>
<tr>
<td>ICG</td>
<td>$ICG(2^{31} - 1, 1, 1)$</td>
<td>$2^{31} - 1$</td>
</tr>
<tr>
<td>Ran0</td>
<td>$LCG(2^{31} - 1, 16807, 0)$</td>
<td>$2^{31} - 2$</td>
</tr>
<tr>
<td>Ran1</td>
<td>Ran0 with shuffle</td>
<td>$&gt; 2^{31} - 2$</td>
</tr>
<tr>
<td>Ran2</td>
<td>L’Ecuyer’s algorithm with shuffle</td>
<td>$&gt; 2.3 \times 10^{18}$</td>
</tr>
<tr>
<td>Ran3</td>
<td>$X_n \equiv X_{n-55} - X_{n-24} \pmod{2^{31}} \geq 2^{55} - 1$</td>
<td></td>
</tr>
<tr>
<td>F90</td>
<td>Ran0 combined with shift register</td>
<td>$\sim 3.1 \times 10^{18}$</td>
</tr>
</tbody>
</table>

Ran0 with Bays-Durham shuffle. Ran2 is L’Ecuyer’s generator[9] made up of

$$LCG(2147483563, 40014, 0)$$ and $$LCG(2147483399, 40692, 0)$$

with Bays-Durham shuffle. Ran3 is a subtractive lagged Fibonacci sequences. F90[14] is Ran0 combined with a Marsaglia shift register generator, which is the form of $X_{n+1} = X_n(I \oplus L^{13})(I \oplus R^{17})(I \oplus L^5)$, where $\oplus$ denotes the binary exclusive-or operation and $L$ (resp. $R$) is the bitwise left-shift (resp. right-shift).
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ABSTRACT. The paper considers the computation method in the performance evaluation of cellular network in the phase-type distribution assumptions that the channel holding times induced from mobility are modeled by well-fitted distributions to reflect an actual situation. When we consider a phase-type distribution model instead of exponential distribution, the complexity of the computation increase exponential even though the accuracy is improved. We consider an efficient numerical algorithm to compute the performance evaluations in cellular networks such as a handoff call dropping probability, new call blocking probability, and handoff arrival rate. Numerical experiment shows that numerical analysis results are well approximated to the results of simulation.

1. INTRODUCTION

We consider performance evaluation problems of the call admission control in cellular networks. Various handoff priority-based call admission control (CAC) schemes have been proposed [1] [2]. A guard channel scheme proposed by Hong and Rappaport [3] is that a number of channels in each cell are reserved for exclusive use by handoff calls and remaining channels are shared by both new and handoff calls. In the queue priority scheme, when all channels are occupied, either new calls are queued while handoff calls are dropped [4], or new calls are dropped while handoff calls are queued [5] [6], or both calls are queued and rearranged [7]. In this paper, a handoff prioritization strategy with guard channel and queue is considered.

We note that there are some rough approximations in cellular system modeling in the past research literature. First, the channel holding times for new calls and handoff calls have been assumed to be independent, exponentially distributed, and have the same average values [3] [8]. It is known that the distribution of the cell dwell time induced by user’s mobility should be modeled by a general distribution in order to evaluate exactly the performance metrics. Orlik and Rappaport proposed that the sum of exponential distributions (Hyper-exponential function) can
be approximated to the dwell time distribution [9] [10]. Second, there are different classes of telephone traffics with different qualities of service (QoS) in the modern communication network. For examples, the new call and handoff call has different characteristics such as channel holding times and cell dwell times [3] [8], and the real time traffic and non-real time traffics have different QoSs. Therefore, we introduce multidimensional Markov model to handle the multi-class traffics. However, if we assume more general model and increase the dimension in order to get more exact solutions, then the complexity of computation increase exponentially. We handle the numerical computation problems in computing performance evaluations in the call admission control of cellular networks.

In this paper, we develop a numerical algorithm computing a performance of a CAC using a channel reservation and handoff queueing, when there are different mobility patterns of users. We note that the mobility of wireless users impacts the performance, such as the blocking probability and the mean of delay. Thus, more realistic analytical model of the mobility and service rate is needed. General distribution model has computation complexity problems due to the exponential increase of dimension. Thus we propose a novel numerical method to compute the performance values of the CAC as the values for a handoff call dropping probability, new call blocking probability, and handoff arrival rate, when new call arrival rates are known.

The remainder of this paper is structured as follows. In section 2, we consider a model of mobility, and the computation method for the $M/Ph/C/K$ queueing model. The matrix solution of the analytical model for Channel guard scheme with handoff buffer is presented and the numerical algorithm is discussed in section 3. In Section 4, the numerical results of the analytical model are verified by some numerical examples. Finally, conclusions are drawn.

2. Traffic model in mobile networks

2.1. Mobility Modeling. The probability that a new call is blocked is denoted by new call blocking probability (CBP) ($P_{nb}$) and the probability that a handoff call is dropped is denoted by Handoff Call Dropping Probability (CDP) ($P_{hd}$). These quantities are most significant QoS metrics in CAC scheme. When new calls and handoff calls are competing for the usage of a finite channel resource in a cell, their claims for QoS are different. From users’ point of view, a call forced to terminate during service is more annoying than the new call blocked at its start. Therefore, handoff calls are commonly given a higher priority in accessing the wireless channel. This can be realized by handoff priority-based Call Admission Control (CAC) Schemes. We note that the mobility patterns of mobile user such as slow or fast speed influence to the QoS in wireless networks. The mobility plays an important role in the performance of a cellular networks.

Let $\lambda_n$ be the arrival rate for new calls and $\lambda_h$ be the arrival rate for handoff call. $\lambda_h$ depends on $\lambda_n$. The cell dwell times are modeled as exponential distributions in some past literature, but real fast user’s ones are not exponentially distributed [8]. We can reasonably assume that the holding channel times of the static user is an exponential distribution. The average cell dell times for high speed users depend on the speed of the users. The users are moving in a random movement pattern in a cellular network. We need a general fitting model for approximating the
The distribution of a Hyper-Erlang random variable $X$ is defined by

$$f(x) = \sum_{i=1}^{p} \alpha_i \frac{\mu_i^{n_i - 1}}{(r_i - 1)!} \mu_i \exp(-\mu_i x)$$

(1)

where the mean rate $\mu$ is $\mu = \sum_{i=1}^{p} \alpha_i r_i \mu_i$ for some given $p$.

We discuss how the distributions of the cell dwell time and the call holding time influence the distributions of the new and handoff call channel holding times in Figure 1. Let $T_c$ denote the lifetime of the call holding that is the length from the instant of admission by the base station to the instant when the connection is terminated in the cell or in another cell after several more handovers. If the call holding time has an exponential distribution, denoted by $f_c(x)$, then the residual call length of the handover also has the same distribution, due to the memoryless property. Figure 1 shows diagram for our study similar to that in [11]. Let $t_i$ for $2 \leq i \leq m$ be the typical cell dwell time in a cell for a handoff user, $r_1$ be a cell dwell time in the first cell for a new call. $r_f$ is a residual call holding time. We assume that cell dwell time are generally distributed as (1) depending on the mobility of a mobile user.

The number of handoff times $H$ that a mobile crosses different boundaries during a call holding time is a random variable depending on the cell size, call holding time and mobility parameter [12]. If the density function of the independent identical distribution calling holding times has a general distribution, then the handoff rate for a nonblocking call is given by

$$E[H] = \frac{(1 - P_{nb})}{2\pi j} \int_{j\infty}^{\sigma+j\infty} \frac{\mu[1 - f^*(s)]}{s^2[1 - (1 - P_{hd})f^*(s)]} f_c^*(-s)ds,$$

(2)

where $f_c(t)$ is defined by the distribution of call holding time and $f(t)$ is defined by the distribution of cell dwell time with mean rate $\mu$ (refer to [11]). Then the handoff rate $\lambda_h$ is

$$\lambda_h = \lambda_n (1 - P_{nb}) E[H].$$

(3)

We can see that the handoff call arrival rate $\lambda_h$ depends on the user mobility and the new call arrival rate ($\lambda_n$) (3).

2.2. $M/Ph/C/K$ Modeling. We model call admission control of a single cell by using $M/Ph/C/K$ model. New call and handoff arrival processes are assumed Poisson processes with arrival rates $\lambda_n$ and $\lambda_h$, respectively. Cell dwell times are modeled by the server with phase-type distribution. A phase-type distribution has finite states. For $k$ processes, we require a $k + 2$ component vector $(n; n_0, n_k, n_{k-1}, \cdots, n_1)$ to describe the state of a single cell behavior where $n$ is the total number of customers in the system, the remaining $i$ components $n_i$ for $0 \leq i \leq k$ represent...
the distribution of customers in various phases of service, and \( n_q \) is the number of customers in the queue. A lexicographic set \( \mathcal{M}_n \) is defined by

\[
\mathcal{M}_n = \{(n; n_q, n_k, \cdots, n_1)\}
\]

where \( n - n_q = \sum_{i=1}^{k} n_i \). Here, \( n_q = 0 \) if \( n \leq C \), \( n_q = n - C \) if \( n > C \). Let us define a lexicographic ordering relation on the set \( \mathcal{M}_n \). Let us define the ordering relation \((\prec)\) of the lexicographic labeling by \((n; n_q, n_k, \cdots, n_1) \prec (n; n_q', n_k', \cdots, n_1')\) if it satisfies one of the following statements:

1. There is a first \( j \) from the left side such that \( n_j < n_j' \), and \( n_i = n_i' \) for all \( i > j \) if \( 0 \leq n \leq C \) (\( n_q = n_q' = 0 \))
2. There is a first \( j \) from the left side such that \( n_j < n_j' \), \( n_q = n_q' \), and \( n_i = n_i' \) for all \( i > j \) if \( n \geq C \).

The cardinality of a lexicographic ordering set \( \mathcal{M}_n \) for \( n \) customers is defined by \( m_n \) (\(|\mathcal{M}_n| = m_n\)). Accordingly, the cardinality of \( \mathcal{M}_n \) can be computed by

\[
m_n = \begin{cases} 
\frac{(n+k-1)!}{n!(k-1)!}, & \text{when } 1 \leq n \leq C; \\
\frac{(C+k-1)!}{C!(k-1)!}, & \text{when } K \geq n > C.
\end{cases}
\]

where \( n! \) is the factorial of \( n \) and \( K \) is the maximal number of customers in the system. This gives the number of the total elements of the state space, \( T = 1 + \sum_{n=1}^{K} m_n \). There is an one-to-one mapping such that \((n; n_q, n_k, n_{k-1}, \cdots, n_1)\) corresponds to \([n, l]\) for \( 1 \leq l \leq m_n \) with the same order. The state probability \( p_{n,n_q,n_k,n_{k-1},\cdots,n_1} \) represents the probability for which there are \( n \) customers in system and \( n_i \) customers in the phase \( i \) of service for \( i = 1, \cdots, k \), where \( n_k + n_{k-1} + \cdots + n_1 = \min\{n, C\} \). If there is no ambiguity, we use the simplified notation \( p_{[n,l]} = p_{n,n_q,n_k,n_{k-1},\cdots,n_1} \). The vector-valued balanced equation can be written by

\[
\begin{align*}
D_0\vec{p}_0 &= V_0\vec{p}_0 + W_0\vec{p}_1 \\
D_n\vec{p}_n &= U_n\vec{p}_{n-1} + V_n\vec{p}_n + W_n\vec{p}_{n+1} \\
D_K\vec{p}_K &= U_K\vec{p}_{K-1} + V_K\vec{p}_K,
\end{align*}
\]

where \( \vec{p}_n = [p_{[n,1]}, p_{[n,2]}, \cdots, p_{[n,m_n]}]^T \) is a column vector with dimension \( m_n \), \( m_n \) is the number of the possible states when there are \( n \) customers [13]. \( V_n \) is a matrix that presents a transition from an internal state of a server into another internal state without changing the numbers of customers in the queue and system. \( W_n \) is denoted a transition matrix induced by a customer departure from the system. \( U_n \) is a transition matrix induced by a new customer arrival. \( D_n \) is a diagonal matrix whose \((i, i)\) entry equals the sum of all the entries in the \( i \)-th columns of the matrices \( U_{n+1}, V_n \) and \( W_{n-1} \), i.e.

\[
D_n(i, i) = \sum_{j=1}^{m_{n-1}} U_n(j, i) + \sum_{j=1}^{m_n} V_n(j, i) + \sum_{j=1}^{m_{n+1}} W_n(j, i).
\]
Refer to the global state description of $M/Ph/C$ in Chapter 6 [14] to know the detail description. The normalization equation is satisfied as follows: $\sum_{n=0}^{N} \sum_{i=1}^{m_n} P_{[n,i]} = 1$. The steady state probabilities $p_n$ can be computed by $\sum_{i=1}^{m_n} P_{[n,i]}$.

3. Analysis of Call Admission Control Scheme

3.1. CAC with Guard channel and Handoff Queueing. We will analyze the performance of a CAC scheme with handoff queueing and guard channels. We assume that the channel holding times for new calls and handoff calls are independent and have different distribution [3] [12] [9]. The one-dimensional Markov chain model for CAC schemes assuming that cell dwell times of new calls and handoff calls are identically distributed may not be appropriate. Therefore, the multi-dimensional Markov chain model is needed.

Let us consider the channel holding time. There are two kinds of channel holding times: a new call channel holding and handoff call channel holding time. Let $t_{nh}$ and $t_{hh}$ denote the new call channel holding time and the handoff call channel holding time, respectively. The new call channel holding time is $t_{nh} = \min\{T_c, r_1\}$ and the handoff call channel holding time is $t_{hh} = \min\{r_f, t_m\}$. We separated calls into new calls and handoff calls when considering the channel holding time. We need to consider the channel holding time for merged traffic of new calls with rate $\lambda_n$ and handoff calls with rate $\lambda_h$. We assume that the distributions of channel holding times are approximated by hyper-Erlang distribution. We study the multi-dimensional Markov chain under the assumption that some random variable, such as dwell time may be modeled by the hyper-Erlang distribution. We study the multi-dimensional Markov chain under the assumption that some random variable, such as cell dwell time may be modeled by the Hyper-Erlang distribution [12] [9]. We develop an algorithm that computes the blocking probability of new calls and the dropping probability of handoff calls. We develop an algorithm that computes the blocking probability of new calls and the dropping probability of handoff calls.

Figure 2 shows an example for $C = 6$, $M = 2$, $N = 1$ and $B = 3$. Let $p_{n_1, n_2}$ denote the steady-state probability that there are $n_1$ new calls and $n_2$ handoff calls in the cell. Let us consider the two-dimensional steady-state probability $p(n_1, n_2)$ occurring in the $M/Ph/C/N$ queueing system. The Poisson interarrival and Hyper-Erlang distributions in $M/Ph/C/N$ queueing system can model two-dimensional Markov chain as a generalized version of two-dimensional Markov chain introduced in [15]. We assume that each base station has a finite buffer size $B$. Let $C$ be the total number of channels in a cell and $M$ and $N$ be the number of channels only assigned for new calls and handoff calls, respectively. There are $C - M - N$ shared channels that can be used by either type of call. All channels are employed in a first-come first-served manner. The queue model can be described by a two-dimensional $(i, j)$ Markov chain, where $i$ and $j$ denote the numbers of existing new calls and handoff calls in a cell, respectively. The two-dimensional state space is given by

\[ S = \{(i, j)|0 \leq i < M, 0 \leq j \leq C - M + B \text{ or } M \leq i \leq C - N, 0 \leq j \leq C - i + B\}. \]
The state space $S$ of the two-dimensional Markov chain can be divided into three parts as follows:

$$S_1 = \{(i, j) | i + j < C, 0 < i < C - N, 0 < j < C - M\}$$

$$S_2 = \{(i, j) | i \leq M, C - M \leq j \leq C - M + B\}$$

$$S_3 = \{(i, j) | i + j \geq C, M \leq i \leq C - N\}.$$
Define \( p_{n_1,n_2}(l_1, l_2) \) by \( p_{n_1,n_2}(l_1, l_2) = p_{n_1,n_2}(l_1, l_2) \) where \( \vec{n}_i \) is the \( i \)-th elements of \( \mathcal{M}_{n_i} \) for \( i = 1, 2 \). Then, the state vector \( \vec{p}_{n_1,n_2} \) can be defined by

\[
\vec{p}_{n_1,n_2} = \begin{bmatrix}
    p_{n_1,n_2}(0, 0) \\
p_{n_1,n_2}(0, 1) \\
    \vdots \\
p_{n_1,n_2}(m_{n_1}, m_{n_2})
\end{bmatrix}.
\]

(7)

The state vector \( \vec{p}_{n_1,n_2} \) can be defined such that \( s = m_{n_1}s_1 + s_2 \) element is \( p_{n_1,n_2}(s_1, s_2) \). Then state probability \( p_{n_1,n_2} \) is the sum of all the elements of the state vector probability \( \vec{p}_{n_1,n_2} \) since the probability \( p_{n_1,n_2} \) can be divided into the vector-valued probability \( \vec{p}_{n_1,n_2} \) by lexicographical ordering. In Figure 2, we can see that \( \mathcal{S} \) can be divided into \( \mathcal{S}_1 \), \( \mathcal{S}_2 \), and \( \mathcal{S}_3 \). First, compute the transition matrix of state \((i, j) \in \mathcal{S}_1 \). We define \( U_I, W_I, V, I_U, I_W \) for convenience from \( \mathcal{M}_{n_1} \otimes \mathcal{M}_{n_2} \) as follows:

\[
U_I(n_1, n_2) \triangleq U_{n_1} \otimes I_{m_{n_2}}
\]

\[
W_I(n_1, n_2) \triangleq W_{n_1} \otimes I_{m_{n_2}}
\]

\[
V(n_1, n_2) \triangleq V_{n_1} \otimes I_{m_{n_2}} + I_{m_{n_1}} \otimes V_{n_2}
\]

(8)

\[
I_U(n_1, n_2) \triangleq I_{m_{n_1}} \otimes U_{n_2}
\]

\[
I_W(n_1, n_2) \triangleq I_{m_{n_1}} \otimes W_{n_2}
\]

where \( U_{n_j}, V_{n_j} \) and \( W_{n_j} \) for \( j = 1, 2 \) are defined by (6), \( I_m \) is an \( m \times m \) identity matrix, \( \otimes \) is a Kronecker product, and \((n_1, n_2)\) is a feasible state in \( \mathcal{S} \). Then, the global balanced equation can be written by

\[
D(n_1, n_2)\vec{p}_{n_1,n_2} = U_I(n_1, n_2) \cdot \vec{p}_{n_1-1,n_2} + \\
V(n_1, n_2)\vec{p}_{n_1,n_2} + W_I(n_1, n_2) \cdot \vec{p}_{n_1+1,n_2} + \\
I_U(n_1, n_2) \cdot \vec{p}_{n_1,n_2-1} + \\
I_W(n_1, n_2) \cdot \vec{p}_{n_1,n_2+1}
\]

(9)

where \( D(n_1, n_2) = \{ \lambda_n + \lambda_h + n_1 \mu_n + n_2 \mu_h \} I_{m_{n_1} \otimes m_{n_2}} \), the negative new call state probability \( \vec{p}_{n_1,n_2} \) are zero \( m_{n_2} \) vectors, and the negative handoff call state probability \( \vec{p}_{n_1,n_2} \) are zero \( m_{n_1} \) vectors. Second, for \((i, j)\) included inside the region of \( \mathcal{S}_2 \) (not a boundary value), we can derive \( U_I, W_I, V, I_U, I_W \). \( D(n_1, n_2) \) is computed by \( D(n_1, n_2) = \{ \lambda_n + \lambda_h + n_1 \mu_n + (C - M) \mu_h + (n_2 - C + M) \eta \} I \). Third, for \((i, j)\) included inside of the region \( \mathcal{S}_3 \), we note from Fig. 2 that there are no arrows in the places of new call arrival rates because new calls are blocked. Thus, \( U_I \)'s are zero matrices. For \( W_I \), after a new call is served, the remaining
capacity is used by handoff calls, because there are handoff calls waiting in the queue. Thus, the number of handoff calls instantly receiving service is added by 1 in the first service phase. \( W_I \) is computed by

\[
W_I(n_1, n_2) \triangleq W_{n_2} \otimes \begin{bmatrix}
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{bmatrix}.
\]

\( D(n_1, n_2) \) is computed by \( D(n_1, n_2) = \{ \lambda_h + n_1 \mu_n + (C - n_1) \mu_h + (n_2 - C + n_1) \eta \} I \).

Finally, we should carefully consider the boundary states, such as \( S_1 \cap S_2 \), \( S_1 \cap S_3 \), \( S_2 \cap S_3 \) and other boundaries of \( S_i \) for \( i = 1, 2, 3 \). In order to handle the total state probability easily, we define a vector \( \vec{P}_n \) such that

\[
\vec{P}_n = \begin{pmatrix}
\vec{p}_{0,n} \\
\vec{p}_{1,n-1} \\
\vdots \\
\vec{p}_{n-1,1} \\
\vec{p}_{n,0}
\end{pmatrix}
\]

where the total number of new calls and handoff calls is \( n \). Then we can obtain a global equation, as follows:

\[
\mathcal{U}_n \vec{P}_{n-1} + (\mathcal{V}_n - \mathcal{D}_n) \vec{P}_n + \mathcal{W}_n \vec{P}_{n+1} = 0, \quad \text{for } 0 \leq n \leq K,
\]

where \( \mathcal{U}_n \), \( \mathcal{V}_n \), \( \mathcal{W}_n \) and \( \mathcal{D}_n \) are defined by

\[
\mathcal{U}_n = \begin{bmatrix}
I_U(0, n) & 0 & \cdots & 0 \\
U_I(1, n-1) & I_U(1, n-1) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & U_I(n, 0)
\end{bmatrix}
\]

\[
\mathcal{W}_n = \begin{bmatrix}
I_W(0, n) & W_I(0, n) & \cdots & 0 \\
0 & I_W(1, n-1) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & W_I(n, 0)
\end{bmatrix}
\]

\[
\mathcal{V}_n = \text{diag}[V(0, n), V(1, n-1), \ldots, V(n, 0)]
\]

\[
\mathcal{D}_n = \text{diag}[D(0, n), D(1, n-1), \ldots, D(n, 0)].
\]

\( \mathcal{D}_n \) is a diagonal matrix whose \((i, i)\) entry equals the sum of all the entries in the \(i\)-th columns of the matrices \( \mathcal{W}_{n-1} \), \( \mathcal{V}_n \) and \( \mathcal{U}_{n+1} \). The above global equation can be written by the following
transition probability matrix

\[
Q = \begin{bmatrix}
A_0 & W_0 & \cdots & 0 & 0 \\
U_1 & A_1 & \cdots & 0 & 0 \\
0 & U_2 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & A_{K-1} & W_{K-1} \\
0 & 0 & \cdots & U_K & A_K
\end{bmatrix},
\]

in which we set \( A_i = (V_i - D_i) \).

In order to handle the total state probability easily, we define a vector \( \vec{P}_n \) such that

\[
\vec{P}_n = \begin{bmatrix}
\vec{p}_{0,n} \\
\vec{p}_{1,n-1} \\
\vdots \\
\vec{p}_{n-1,1} \\
\vec{p}_{n,0}
\end{bmatrix}
\]

where the total number of new calls and handoff calls is \( n \).

Then, we can obtain a global balance equation, as follows:

\[
U_n \vec{P}_{n-1} + (V_n - D_n) \vec{P}_n + W_n \vec{P}_{n+1} = 0,
\]

for \( 0 \leq n \leq K \). The detail derivation is omitted for the space saving. We solve the following equations

\[
Q \vec{P} = 0
\]

\[
E \vec{P} = 1
\]

where \( E = [1 \ 1 \ \cdots \ 1] \). Using the results, let us compute the new call dropping probability, the terminated handoff call probability, and queueing delay as QoS metrics. A new call arrival is blocked when it arrives at the state \((i, j) \in S_3\). Therefore, the new call blocking probability \( P_{nb} \) is the sum of the conditional state probabilities when a new call arrives in the state \((i, j) \in S_1\), such as \( P_{nb} = \sum_{(i, j) \in S_1} p_{i,j} \). The dropping probability of a handoff call can be calculated as the fraction of the incomplete handoff calls whose mobile leave the handoff area prior to their coming into the first queue position and getting a channel. The dropping probability \( P_{hd} \) is defined by \( P_{hd} = \sum_{(i,j) \in HD} p_{i,j} \) where \( HD = \{(i, j) \in S | j = C - M + B, \text{ or } i + j = C \} \).

We consider several methods for computing stationary probability distributions for large Markov Chain. There are two methods, direct and iterative, for solving linear systems. Iterative methods are the most commonly used methods for obtaining the stationary probability vector from the infinitesimal generator. In iterative method, the involved operations do not alter the form of the matrix and thus compact storage, which minimize the amount memory required to store the matrix, may be conveniently implemented, since the matrices involved are large and sparse. With direct methods, the elimination of one non-zero element of the matrix during the reduction phase often results in the creation of several non-zero elements in the position which contained zero. A successful direct method must incorporated a means of overcoming these difficulties.

When we use a good initial approximation, we should expect to compute the real solution in relatively few iterations. This is especially beneficial when a series of related experiments is being conducted and there is a little change. But iterative methods have the disadvantage
that they often require a long time to converge to the desired solution. Direct methods can be recommended if they obtain the solution in less time. However, we solve the linear system by direct method keeping sparse matrix.

3.2. Fixed point algorithm. We want to compute the CAC parameters as the values for a handoff call dropping probability \( P_{hd} \), new call blocking probability \( P_{nb} \), and handoff arrival rate \( \lambda_h \), when new call arrival rates \( \lambda_n \) are known. These values can not computed by using local information in a single cell, but need the global information. However, it is impossible to know the global information, because the total cellular system is very large and dynamics. The values for \( \lambda_h \) depends on the integration on each the drop or blocking probability of the total cellular system. So, we believe that a local value of \( \lambda_h \) measured in single cell is not a steady state value and is a dynamical value depending on instant state. Therefore, the values for \( P_{hd}, P_{nb}, \lambda_h, \) and \( \lambda_n \) should be predicted by an iterative method under the simplified model similar to [16] [3]. Beginning with an proper initial guess for the unknowns, the equations are solved numerically using an iterative method. This section shows how to use an iterative technique to compute \( P_{nb} \), and \( P_{hd} \) using the equations derived in Sec. 3.1. The iterative algorithm is as follows:

Algorithm 1 (Fixed point algorithm). Compute \( P_{nb} \), and \( P_{hd} \):

- Input parameters: the new call arrival rate \( \lambda_n \), the number of channels \( C \), and the mean and derivation of the cell dwell time.
- Output values: the handoff call arrival rate \( \lambda_h \), the new call blocking probability \( P_{nb} \), and the handoff dropping probability \( P_{hd} \).

(1) Select initial values for \( P_{nb} \) and \( P_{hd} \).
(2) Compute the handoff call rate \( \lambda_h \) as (3) (the instant value can directly be measured).
(3) Update old values:

\[
\begin{align*}
P_{nb,old} & \leftarrow \alpha P_{nb,old} + (1 - \alpha) P_{nb} \\
P_{hd,old} & \leftarrow \alpha P_{hd,old} + (1 - \alpha) P_{hd},
\end{align*}
\]

where \( 0 \leq \alpha < 1 \).
(4) Compute the new-call-blocking and handoff-call-dropping probabilities (\( P_{nb} \) and \( P_{hd} \), respectively) by using the results in Sec. 3.1.
(5) If \( |P_{nb,old} - P_{nb}| \) and \( |P_{hd,old} - P_{hd}| \) are larger than the given thresholds, then go to step 2. Otherwise, go to the final step
(6) The values for \( \lambda_h, P_{nb} \) and \( P_{hd} \) converge.

In Step 3, \( \alpha \) is an exponential moving average factor. The convergence rate depends on \( \alpha \).

4. Numerical Results

In this section, the numerical computation results obtained with our analytical model are discussed. We compare the performance QoS metrics of CAC with guard channel and finite
queueing for various parameter settings to find the critical parameters of the performance under the assumption that the cell dwell time distribution is an Erlang distribution as a special case.

Figure 3 illustrates the effects of the change of Erlang index on the new-call-blocking and handoff-call-dropping probabilities, depending on queue length with respect to each Erlang index. We set $\lambda_i = 10$, $\lambda_h = 10$, $C = 3$, $M = 0$, $N = 0$, $\mu_h = \mu_n = 5$, and $0 \leq B \leq 5$. We compare the different Erlang distributions with same mean $\frac{1}{\mu}$, but different variances $\frac{1}{(k\mu^2)}$, when guard channel schemes with queue is used. We can see that there is some differences in the blocking and dropping probabilities for different Erlang Indices. We can verify that the results of our analysis are almost equal to the results derived by the event-driven simulation in Fig 3. Here, arrival process in each cell is generated with identical independent distribution.

However, it is known as Erlang loss that the steady state probabilities for an $M/G/C/C$ is the same as those of an $M/M/C/C$ with the same arrival process and the channel number [16]. Here, we can also see that there are some differences of the dropping and blocking probabilities for $M/E_k/C/K$ with respect to the Erlang index $k$. 
We consider the effects of both the mobility and traffic types on the network performance for different Erlang Indexes. We set $\lambda_n = 20$, $C = 6$, $M = 2$, $N = 3$, $\mu_h = \mu_n = 5$, $\eta = 2.5$, and $B = 5$. In this example, the handoff arrival rate $\lambda_h$ is computed by using (3). Figure 4 shows differences of the new-call-blocking probability and the handoff-dropping-probability, with respect to $k$. $\lambda_h$, $P_{nb}$, and $P_{hd}$ are computed by Algorithm 1. In numerical experiment, we can see that $\alpha$ is closely related to the convergence of the algorithm. When $\alpha = 0$, algorithm does not converge but rather, it oscillates. Thus, in order to prevent the divergence of the algorithm, we use the exponential moving average filter. Figure 4 also shows the convergence of $P_{bd}$, $P_{hb}$, and $\lambda_h$. There is a trade-off between the convergence and the stability of the algorithm in choosing $\alpha$.

5. Conclusion

We have developed an analytical model for a cellular system that utilizes CAC with guard channel and handoff queueing under the assumption that cell dwell time has a phase-type distribution. We have made CAC performance analysis reflected mobility effect. We have proposed a numerical algorithm to compute the QoS metrics, such as the new-call-blocking probability and the handoff-call forced-terminated probability when the distribution of channel holding times is an Erlang distribution. The complexity of the computation increases exponentially as the dimension of phase increase. By numerical experiment results, we have verified that there should be a trade-off between the exactness of the performance model and the computational complexity. We have verified the analysis reliance by using event-driven simulation. In future works, the multidimensional mobility should be researched.
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